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Troposrheric ozone is not emiited, but is formed in the atroes-
phere through a complex, nonlinear process involving volatile
organic compounds (VOCs), oxides of nitrogen (NO and NQ,,
with the sum dencted as NG.), and sunlight. Anthropogenic
emissions have led to urban ozone levels far exceeding those
believed to be safe for human health and the environment.
Although great efforts have been made to reduce urben ozone
levels, concentrations remain high. However, a promising new
technique for use in the development of ozone conirol strate-
gles'is emergirg. This technigue is based on accounting for the
ozone-forzaing potential, termed recctivity, of individual VOCs.
This technique helps to identify the most reactive emission
sources and aids in targeting specific VOCs for reduction.
Reactivity-based emissions reduction is most effective in
highly polluted, NQ.-rich urban areas and should often he
applied in conjunction with reduction of NO. emissions. NO,
emissions reduction is the optimum ozone contrul strategy
for areas where czone formation is limited by the avaliahbility
of NO..

The following sections present this control strategy tech-
nique by first diseussing the background of tropespheric ozone,
including gzone and its effects, and the history of azone trends
and regulation in the United States. Next, the chemistry of
ozone formation is presented, followed by discussions of the sci-
entific basis and policy implications in VOC reactivity quantifi-
cation, of uneertainties in VOC reactivity quantification and
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issues in regulatory application, and, finally, of ozone reduc-
tion through VOC reactivity-based control strategies.

OZONE AND ITS EFFECTS

Ozone {Oy} is a highly reactive trimeric state of oxygen that oc-
curs naturally in the earth’s atmosphere. Ozone is not directly
emitted, but is formed through reactions of VOCs and NO, in
the presence of sunlight. In the stratosphere, ozone serves the
important function of blocking the earth from harmful UV
radiation. In the troposphere, it behaves as 2 highiy reactive
oxidant. Ozone concentrations between 10 and 40 parts per
billion (pph) occur naturally in a clean troposphere through
both stratospheric injection and chemieal reactions of NO,
with biogenic organie eompounds. (Parts per billion (or parts
per million) often represents concentration defined as a mixing
ratio {ie, ppb or ppm by volume}). However, in polluted urban
areas, ozone concentrations often reach between 100 and 300
ppb (1), with some severely affected areas experiencing even
higher levels. Ozone and its precursors can be transported over
large regions. Elevaied ozone concentrations are believed to
be responsible for a wide range of adverse environmental and
health impacts.

Determination of the impacts of exacerbated ozone levels
is complicated by variability in exposure and by interactions
between ozone and other air pollutants such as sulfur dioxide
(802} and particulate matter (PM). However, a large body
of research results gives the strong indicaticn that ozone is
responsible for damage to human health, crops, and natural
vegetation. In addition, tropospheric ozone is a greenhouse
gas, which contributes to global climate change (2,3).

Ozone is believed to be responsible for acute and chronie im-
pacts on human bealth, especially on lung functions, asthma
exacerbations, and clinic visits and hospital admissions for
respiratory diseazses. Human health impacts are the primary
consideration in air quality standards, whkich are based on
effects on sensitive populations. The most sensitive popu-
lations to ozone are children and people with a preexisting
respiratory disease such as asthma {4). People who exercise
or work outdeoors are also considered te be at special risk
because of the combined effect of outdoor exposure and physi-
cal exertion, which increases the amount of ozone inhaled
and the depth of its penetration into the lungs, and thereby
susceptibility to ozone (2,5). However, much evidence indicates
that ozone can adversely affect the respiratory systems of any
individual depending on the conditions of exposure (6). Major
acute {short-term) effects of ozone are decreased lung function

. and increased susceptibility to respiratory problems such as

asthma attacks and pulmonary infection. Short-term expo-

sure can alse cause eye irritation, coughing, and breathing
discomfort (5—7). Evidence of acute effects of ozone is believed
to be clear and compelling (8).

Chronic (long-term) health effects may present a poten-
tially far more serious problem; however, definitive evidence
is difficult to obtain because of uncertainties associated in ex-
amining human populations (because of variables in exposure
and behaviors), as well as uncertainties in the extrapola-
tion of animal toxicology experiments to humans. Recent
controlled-exposure human studies demonstrate that ambient
levels of ozone induece inflammation in human lungs, which is
generally accepted as a precursor to rreversible lung damage
(6). Also, chronic animal exposure studies at concentrations

within current ambient peak levels indicate progressive and
persistent lung function and structural abnormalities (5,8).

Crop damage caused by air poliution has alse received much
attention. It is estimated that 10--35% of the world’s grain pro-
duction occurs in regions where ozone pollution likely reduces
crop yields (9). Air pollution accounts for ar estimated several
billicn dollar crop loss every year in the Urited States alone,
and research and analysis suggests that about 80% of this crop
loss can be directly or indirectly attributed fo ozone (10}, Bvi-
dence also indicates that ozone may cause short- and long-term
damage to the growth of forest trees (11), as well as altering the
biogenic hydrocarbon emissions of vegetation (12). Preliminary
research is also addressing ozone affects on sensitive wildlife
populations, such as amphibians; however, there are no conclu-
sions to date. ‘

Permissible levels of ozone in the United States are speci-
fied in a National Ambient Air Quality Standard (NAAQS).
The primary standard is based on human health effects, and
is currently a I-hour average concentration of 120 pph, not to
be exceeded more than once per year. From 1991-1993, an es-
timated 60 million individuals in the United States (24% of
the U.S. population) resided in areas that violated this NAAQS
(4). Although this represents an improvement over the esti-
mated 112 million individuals exposed in 1986—1988 (7), ozone
remains a serious health risk. Many urban areas outside of
the United States also often experience ozone levels far ex-
ceeding the current U.S. NAAQS. Additionally, many scientists
strongly believe the current U.S. NAAQS does not contain a
sufficient margin of safety to proteet human health (5,7,13).
The U.S. Environmental Protection Agency (EPA) has proposed
a revised ozone NAAQS (U.S. EFA, Ozone A-85-58) based on
a maximum 80 ppb average concentration over an 8-hour pe-
riod. As proposed, the three-year average of the annual third’
highest daily maximum concentration must not exceed the 80-
ppb limit. Final action on this proposed NAAQS revision is ex-
pected during July 1997.

No matter what level of ozone is eventually deemed ac-
ceptable, the emissions reductions required will be difficult to
identify and costly to implement. Great efforts have been made -
in the United States during the past 40 years to reduce urban
ozone, but these efforts have been less than fully successful.
Any control strategy that can focus ermissions reduction efforts
will help in meeting the air quality goals, and quantification of
VOC reactivity is proving to be a very promising technique for
refining vrban ozone control strategies.

HISTORY OF OZONE REGULATION IN THE UNITED STATES

The history of ozone regulation in the United States is high-
lighted by year and event in Table 1. In 1863, the Clean Air
Act {CAA) became the first modern environmental law to be
enacted by the US Congress. Major amendments were made
to the 1963 original legislation in 1970, 1977, and 1890, The
CAA ‘establishes the federal/state relationship that requires
the EPA to develop uniform national ambient air quality stan-
dards (NAAQS) and empowers the staies to implement and en-
force regulations to attain them. ‘

In the CAA amendments of 1970, Congress set a deadline of
1975 for meeting the NAAQS for ozone. However, in 1977, two
years after the deadline, many areas throughout the country

were still not in attainment of the ozone standard. The 1977



Table 1. History of Ozone Regulation in the United States®

Year Event

1843 The first recognized episode of smog occurs in Los
Angeles an Sept. 8. Peoplé report smarting eyes,
respiratory discomfert, nausea, and vomiting.

1945 World War I ends. Urban sprawl begins o take root in
much of the United States.

1850 More than 100 electric transit systems are replaced with
buses in 45 US dties, including Los Angeles.

1832 Dr. A. Hagen-Smit discovers the natures and causes of

' photochemical smog.

1953 The Air Pollution Conirel Act is passed.

1960 The Motar Vehicle Act is enacted. I¢ requires research to
address pollution from motor vehicles.

1963 The first Clean Air Act is passed. The Act empowers the
Secretary of Health, Eduecation, and Welfare to define
air quality criteria based on scientific studies and
provides grants to state and local air pellution control
agendies.

Major automoebile manufacturers install the first
crankease control devices on 1963 model year cars.

1964 Chrysler receives approval for an exhaust control system.

1863 The CAA is amended by the Motor Vehicle Air Pollution
Control Act. It provides for direct regulation of air
pollution

1967 The Air Quality Act is enacted. It establishes framework
for defining air quality control regions bhased on
meteoroiogicz] and topographical factors.

1870 The U.S. EPA is created. The CAA Amendments are
enacted and serve as the principai source of statutory
sutherity for controlling air pollution.

1971 U.S. EPA establishes NAAQS.

1875 First two-way catalytic converters come into use.

1976 Voivo introduces the first three-way cataiytic converter to
control hydrocarbons, NO,, and carbon monexide
emissions from 1977 model year cars.

1377 The Clean Air Act Amendments are enacted and require
review of all NAAQS by 1980.

1390 More CAA Amendmenis are enacted. New programs are
established to control urban ozone, rural acid rain,
stratospheric ozone depletion, toxic air pollutants, and
vehicle emissions. ‘

1885 Reformulated gasoline comes to market.

19586 The big seven auto makers commit to manufacture and

sell zerv-emission vehicles.

e Adapted from Ref 15.

amendments to the CAA delayed compliance until 1982, and
areas that demonsirated that they could not meet the 1882
deadline received extensions untii 1987. In 1990, three years
after the final deadline, more than 138 million Americans were
living in 96 areas that had not met the NAAQS during the
previous year (14). In Los Angeles, for example, peak ozone
levels were 175% above the NAAQS.

The latest amendments to the CAA, adopted in 19%0,
classify nonattzinment areas according to the degree of non-
compliance with the NAAQS. The regions are classified as
extreme, severe, moderate, or marginal, depending on the
area’s ozone design value. Ozone design values are ozone
concenirations that are statistically determined from air
quelity measurements for each area. I monitoring for an area
is complete, the design value is the fourth highest monitor
reading taken during the past three years. Only one area is
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classified as extreme, the South Coast Air Basin {(Los Angeles
and surrounding communities}, and it has 20 years from 1990
to attain the NMAAQS. The severe areas are in four major
areas of the pation: the Northeast Corridor (which extends
from Washington, DC, to Maine); the Chicago area, including
downwind areas in Wisconsin and Michigan; the greater
Houston area: and San Diego. These areas have 17 years to
reach attainment of the ozone standard.

The State Implementation Plan (SIP) is the technical
and regulatory process for demonstrating attzinment and
maintenance of the requirements of the NAAQS. SIPs must
be adopted by local and state governmernts and then approved
by EFA. Once approved by EPA, the plan is legally enforceable
under state and federal law, which makes the SIP a powerful
tool for achieving the NAAQS.

VOCs= and NO, emitted frora motor vehicles, local industries,
and additional sources are the primary cause of excessive lev-
els of ozZone. Except in California, most SIPS have relied
entirely on VOC control to attain the NAAQS, allowing NO,
emissions to remain the same or fo increasse with population
and industrial growth. Desplte considerable resource invest-
ment by industry since the promulgation of the NAAQS, most
large cities do not meet the ozone standard. Various new di-
rections are being explored to find more effective control
strategies. One path, conirolling NO,. emissions instead of
VOC emissions, appears to be most effective for regional trans-
pori problems, in rursl areas, and in urban areas with high
VOC to NQ. ratios (eg, regions with large emissions of hiogenic
VOC). However, in the largest urban areas with the worst
ozone problems, reductions of VOC are effective. In recogni-
tion of Californiz’s success in reducing ozone levels through
a policy of redudng both VOC and NO. emissions, the 1990
amendments to the CAA allow states (with EPA guidance and
aprroval) to supplement or replace VOC controls with NQ.
controls if a benefit can be demonstrated. Estimates of control
costs needed to attain the ozone NAAQS are on the order of bil-
Licns of dollars per year. In the most severely affected regions
of the United States (Los Angeles, for example), the necessary
contrel technologies have not been identified completely (16).

Past VOC regulations implicitly assumed that 21l tons of
emissions produce equivalent amounts of ozone in the urban
aimosphere. However, ozone-forming potentials of VOCs can
vary significantly. Among almost 300 organic species identi-
fied in the urban atmosphere, scme species, sveh, as alkenes,
most arcmaiic VOCs, and aldehydes, can lead to an arder of
magnitude greater ozene formation than equivalent amounts
of other VOCs, such as.alkanes, henzene, alcohols, and ethers.
Such disparities in emissions impacts have tremendous impli-
cations as NAAQS nonattzinment areas consider strategies to
tighten VOC controls. Snch strategies include reformulation of
surface coatings and trapsportation fuels, regulation of con-
sumer products, and development of VOC emissions trading
programs. To aid in onderstanding some of the difficulties in
identifying effective emissions reductions for ozone control, the
following section discusses the process of ozone formation, and
the teols used to predict how changes in emissions affect ozone.

PROCESS AND PREDICTION OF OZONE FORMATION

Chemistry of Ozeone Formation

Ozone formation in the troposphere results from complex inter-
actions among NQ, and VOCs (1,2). Apart {from remote regions,
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where the in situ tropospheric chemical generation of ozone
is driven essentially by methane (17), a relatively large nurm-
ber of VOCs participate in ozone generation. Measurements of
nonrmethane organic compounds in the South Coast Air Basin
of Califormia during the 1987 Southerp California Air Quality
Study, for exarple, reveaied more than 280 hydrocarbon and
oxygenated organic species, many of which contribute to some
degree io ozone generation (18).

Although VOCs impact the formation of ozone, they do not
directly create it. As explained in more detail subsequently,
ozone is produced and destroyed in a reaction eyecle with NO,
that is driven by sunlight, and VOCs can interfere with the
ozone destruction reactions in this cycle. VOCs react in a
number of different ways; however, the dominant tropospheric
reactions for VOCs are with the hydroxyl (OH) radical. These
VOC—0H reactions often lead to the conversion of NO to NG,
without the use of an ozone molecule. Additionally, individual
VOCs follow different reaction pathways, and therefore vary
widely in their ozone-forming capabiiity. As discussed later,
smog chamber experiments carried out with a series of single
hydroearbons irradiated in the presence of NO, clearly indicate
differences in ozone formation from individual hydrocarbons.
Hydrocarbons do not oceur singly in the atmosphere, however,
and the ozone-forming potential of an individual VOC will de-
pend on the characteristics of the complex mixture of which it
is a part, including the NO; level and the other VOCs that are
present. For example, Table 2 shows the percentage of ozone
production attributable to a number of VOCs under various
VOC-£0-NO, ratios, representing different urban atmospherie
conditions, as caleulated using a single-cell air quality model
(19). As seen in this table, not only do the VOCs have varying
ozone forming potentials, but this potential varies with back-
ground VOC-t0-NO, ratios.

The only significant process forming Oy in the lower atmos-
phere is the photolysis of NOg {reaction with sunlight), followed
by the rapid reaction of the oxygen atoms formed with O,

NO; + hv — O(*P) + NO
OGP+ 0, +M—~0O3 + M (1

This is reversed by the rapid reaction of Oz with NO:
03 +NO"'NO+02 (2)

This cycle results in Oy being in a photostationary state
(in which concentrations depend on the amount of sunlight
available) dictated by the NO. photolysis rate (k1) and the
{INO)/INO] ratio.

r 1 ., - ﬂ[_l\&g‘]
[Ostteady-state T Ep[NO]J @

Because of this NO,-dependent photostationary state, czone
levels generally rise and fall with the sun, behavior that is
referred to as diurnal.

If the above NO, cycle were the only chemical process at
work, the steady-state concentrations of ozone would be rela-
tively low. However, when VOCs are present, they react to form
radicals that either consume NO or convert NO to NO,, which,
because of the photostationary state relationship described by
equations 1 and 2, causes O3 concentrations to increase. VOCs
are emitted by both biogenic and anthropogenic sources. Al-

Table 2. Percentage of Ozone Production Attributable to each
Organic*

VOC/NO;, pob C/ppb

VOC in
Qrganic 4 8.2 20 Bmissions, %
Carbon monoxide 4.7 59 5 34.8
Methane 0.5 0.8 0.8 39.5
Aldenydes and Ketones
Formaldehyde 18 1.2 13 0.2
Acetaldehyde 1.3 1 0.9 0.1
Propionaldehyde 0.4 0.3 0.3 0.04
and lumped
higher
aldehydes
Methylethyl ketone 0.6 0.6 05 0.4
and lnmped
higher ketones
Alkaones
Lower lurmped 1L1 16.7 16.7 82
aikaneg
Higher lumped 12.5 163 172 5.3
alkares
Aromatics
Lower lumped 5.6 5.5 5.3 34
arpmatics
Higher lumped 17.7 128 12.9 2.5
aromatics
Alkenes
Ethene 10.8 12.3 118 17
Lurped higher 13 1135 119 14
alkenes 1
Lumped highar 6.3 5.4 5.3 0.7
alkenes 2
Lumped higher 12.8 9.6 10.2 15
alkenes 3 :
Total peak ozome 58 378 303 NA
{ppb) :
¢ Ref. 19,

though many types of reactions are involved (1,2,20,21), for
most VOCs the major processes can be summarized as follows:

VOC + OH — RO, + products
RO; + aNO — BNO, + radicals

radicals — yCH + products (4)

Destruction of NO and production of NOz and OH radicals
(@, B, and v, respectively), and hence the rate of ozone increase
caused by these processes, are dependent on the rate constant
of the VOC initial reaction, on the amounts of VOCs present,
the level of OH radicals and other species with which the VOCs
might react, and ambient conditicns. Ozone production contip-
ues as long as sufficient NO, is present so that reactions of
peroxy radicals (ROg) with NOQ compete effectively with their
reactions with other peroxy radicals.

Note that the OH radical levels are particularly important
in affecting the O formation rats in the presence of NO; be-
cause reaction with OH is a major (and in many cases the only)
process that causes most VOCs to react. Thus, if a VOC re-
acts in such a way that it initiates radical levels {cr forms a
product that does), it would enhance the rate of ozone forma-
tion from all VOCs present. This would result in a larger ef-
fect on O than other VOCs that react at the same rate. If the



VOC reactions in the presence of NO, have a radical termina-
tion process, it will cause ait other VOCs to react more siowly
and form less O;. In some cases, this reduced O3 formation from
other VOCs may be more than enough to counter the ozane for-
mation from the VOC direct reactions. In such cases the VOC
would have a negative effect on the formation of Oy in the pres-
ence of NO. (22,23). . _

Although an OH reaction is the major atmospheric loss
process for most VOCs, some VOCs are also consurned o a
nonregligible extent by reaction with Q3 or NC; or by direct
photolysis. In most cases, these processes will also form RQ»
radicals, which convert NO to NO,, In addition, and perhaps
more significantly, many of these processes initiate the for-
mation of new radicals, which ultimately cause higher CH
radieal levels and thus higher rates of reactions of the other
VOCs present. This is particularly significant in ihe case of
compounds that can photolyze, hecause photolysis reactions
are the main sources of radicals in photochemicel smog. For
example, it is because of photolysis that formaldehyde has a
much larger effect on ozone than one would estimate based on
its OH rate constant alone.

Ozone formation stops once NO. is consumed to sufficiently
low levels. Because the NOQ. + OH rate constant exceeds that
of most hydrocarbon + COH rate constants, and because the
NO. removal processes gererally involve a single step {such
as the reaction of OH with NOs), whereas most VOC reactions
form products which ars also reactive VOCs, NO.. is removed
from the atmosphere more rapidly than VOCs. Therefore, NO,
availability ultimately limits Qs formation. If the NO; levels
are high enough that it is nct consumed before the end of
the day, then it is mainly the rate of the VOC reactions, and
their effects on OH radiczls, which affect ozone levels. Indeed,
high levels of NQ. inhibit Oy because reaction of OH with
NQO; reduces OFE levels. If, however, NQ. is consumed before
the end of the day, O3 is NO. limited, and increasing NO.
would cause increased O formation. Under such conditions,
if VOC reactions caused NO, ta be removed more rapidly than
if the VOC were absent {eg, by forming nitrogen-containing
products such as PAN from aldehydes and nitrophenols from
aromatics), this would have a negative effect on Qg yields, and
tend to reduce the amount of O3 formation caused by the VOCs
reactions. Under highly NO_-limited scenarics, this becomes
sufficiently important to cause VOCs with significant NO,
sinks in their mechanisms to have negative effects on final O
yields, even for those that may have highly positive effects on
Q; under conditions where NO, is plentiful.

Another factor affecting the behavior of VOCs and NO; in
ozone formation is competition for the hydroxyl radical. When
theinstantaneous VOC-t0-NOs: ratio is sufficiently low, OH re-
acts predominantly with NOs, removing radicals and retard-
ing ozone formation. Under these conditions, 2 decrease in NO,
conceniration favors ozone formation. Af 2 sufficiently low con-
centration of NO., or a sufficiently high VOC-to-NO» ratio, a
further decrease in NO. favers peroxy—peroxy reactions, which
retard ozone foermation by removing {ree racdicals from the sys-
tem. Although, in general, higher VOC concentrations mesn
more ozone, incrzasing NO, may lead to either more or less
ozone depending on the prevailing VOC-to-NQ; ratio. As a re-
sult, the rate of ozone production is not simply proportional to
the amount of NO, present; zt 2 given level of VOC, there ex-
ist an NO.. concentration 2t which a maximum amount of ozone
is preduced, or an optimum VOC-to-NO. ratio. By using an av-
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erage VOC—(OH reaction rate constant, representing reactions
accurring in an average urban mix of VOCs, the ratio of the
OH-NQ, to 0H-VOC rate constants is about 5.5. Thus, this
optizmum VOC-ta-NO; ratio is approximately 5.5:1 for an av-
erage urban area, with the VOC concentratior expressed on
a carbon stom basis. For ratios less than this optfimum ratio,
NO, increases lead to ozone decreases, whereas at ratios higher
thar this optimum ratie, NO, increases lead to ozone increases.

VOC-to-NQ. ratios sufficiently low to retard ozone forma-
tion from that at the optimum ratio can cecur in central cities
with NO. sources and in plumes immediately downwind of
NO, sources. Rural environments tend to be characterized by
fairly high VOC-to-NO. ratios because of the relatively rapid
removal of NO, from non-local sources as compared to that
of VOCs {coupled with the usual absence of styong lacal NO,
sources). Indeed, in most of the troposphere, except in areas
of strong sources of NO,, the availability of NO. governs ozone
production.

The previously described dependence of Op production on
the initial amounts of VOC and NO. is frequently represented
by means of an ozone isopleth diggram. An example of such
a diagram is shown on the top portion of Figure 1. The di-
agram is a contour plot of maximum ozone concentrations
achieved over a fixed time of irradiation as a function of initizl
VOC and NO. concentrations. The dizgram is generated by
contour plotting the predicted ozone maxima obtained from
2 large number of air quality model simuistions with an
atmospheric VOC-NOQ, chemical mechanism. Doitial concen-
trations of YOC and NO, are varied; all other variables are
held constant. (Air quality models and chemical mechanisms
are hoth discussed in more detail in the following sections.}
Notice that there is 2 ridge along a certain VOC-to-NO; ratio
where the highest ozone concentrations occur at given VOC
levels. This is the optimum VOC-to-NO. ratic mentionad
previously.

Cross sections of the isopleth plots are shown on the boitom
vlots onFigure 1. These plots alsc show the derivatives ofozone
formation with respect to initial VOC levels {that is, how much
the ozone changes when the initial VOC levels are increased by
& given amount}. This provides a measure of the sensitivity of
czone formation to changes in VOC emissions, and a measure
of VOC reactivity, as disetissed in more detail subsequently. No-
tice that ozone levels monotonically increase as VOC increases
(bottom-right plot), but as discussed, there is an opirmum NO,
ievel for ozone formation in the presence of a given ameount of
VOG (bottom-left plot). Lawer Qs is formed at high NO, because
of the competition for OH radicals, and lower Oy is also formed
at low NO. because O; becomes NO.-limited. The sensitivity of
ozore to VOCs has a peak value at a given VOG-te-NQ; ratio
regardless of whether VOC or NO; are varied, indicating that
there is 2 certain ratio where ozone is most sensitive to changes
in VOC emissions. Note that the VOC-to-NO,, ratio where ozone
is most sensitive to VOC emissions Is lower than the ratio that
is optinaum for ozene fermation. This is shown most elearly on
the bottom-left plat on Figure 1, whers the peak for the plot of
the change in ozene with a change in VOC (d[04/d[VOC]) oc-
curs at a higher NO. level (lower VOC-to-NQ. ratio} than the plot
of the amount of ozone formed ([Q;]). The VOC and NO, condi-
tions that are most favorable for peak ozone formation (the max-
imum [O3]), and those that are mosi sensitive to changes in VOC
emissions (the magimum d[Q.1/d[VOC]), are referred to as max-
imum ozone reactivity (MOR), and as maximum incremental
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Figure 1. Dependences of peek ozone and d[Og//d[VOC] on VOC and NO,; MOR,
maximum ozone reactivity, also referred to as maximum ozope incremental
reactivity (MCOIR); MIR, maximum incremental reactivity. One day maximum ozone
concentrations calculated in 2 one-day box model simulation using the “averaged
conditions” scenario of (23) and the SAPRC-93 chemical mechanism.

reactivity (MIR} econditions, respectively. Discussed subse-
quently, this concept is useful for developing VOC reactivity
scales.

From this analysis we see that NOQ, conditions are g major
factor determining the impact of VOC emissions on ozone.
However, other conditions will alse affect VOC reactivity, by
affecting how rapidly NOQ, is removed, by affecting overall radi-
cal levels {(and thus how rapidly NO, and VOCs react), and by
affecting other factors determining the efficiency of ozone
formation. This results in variations of VOC reactivities among
different airshed conditions, even those with similar NO,
levels. These issues are discussed in more detail in a later
section.

Air Quality Models

Air quality models, also called airshed models, are computer-
ized representations of the atmospheric processes responsible
for air pollution, which includes ozone formation. These mod-
els are essential to evaluating control strategies aimed atreduc-
ing pollution to meet air quality goals. Figure 2 is a schematic
showing how air quality modeling is used for evaluation of con-
trol strategies. For pollutants that are emitted directly, such
as carbon monoxide, the models are primarily useful for pre-
dicting how the pollutants are distributed once they are emit-
ted, and how rapidly they disperse. If the pollutant is formed
in the atmosphere rather than being emitted directly, as is the
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Figure 2. Air quality modeling for atmespheric impact aralysis.

case for ozone, the model must predict the distribution and
transport of the precursors, the speed with which the pollutant
s formed from its precursors, its resulting distribution and
transport once formed, and the effect of removal processes. For
such pollutants, air quality models provide the only practical
means available to examine potentizl emissions reduction
impacts on pollutant distributions before actually applying any
controls. In this way, an understanding of the atmosphere’s
chemistry and meteorology is combined with estimates of
source emissions to prediet possible control strategy effects.
Air quality modeis are also an important ool in gaining un-
derstanding about the behavior of various compounds in the
atmosphere, such as the reactivity of VOCs.

Air quality models simulate the atmosphere by mathemati-
cally representing emissions; initial and boundary concentra-
tions of chemical species; the chemical reactions of the emitted
species and of their products; and the local meteorology such
as sunlight, wind, and temperature. The models vary greatly
in complexity, and thus in the amount of input data and com-
putational resources they require. A npumber of processes can
be parameterized in air quality medels, including the inven-
tory of emissions from all sourees, gas and aqueous phase chem-
istry, fransport, mixing, deposition, and seavenging. Loczl con-
ditions such as terrain and cloud cover may also be simulated.
The chemistry, transport, and deposition of the componads are
discretized using an equation such as the advection—dispersion
reaction equation shown in equation 5(1):

8ci/8t + V - (Ugy) =V - (KVe;) + Sifz]

sen Tl )

Here, d¢i/dt is the change in concentration ¢ of species  with
iime ¢, Uc; represents advection, X Ve; represents turbulent dif-
fusion, S; represents emissions (sources) of compound i, and B;
is the chemical reactions for species ¢; through ¢, for time £ and

+ Rifer.ea,..

temperature T. Deposition is represented through advection out
ofthe cell.

To date, model sirmulations of szone formation and VOC re-
activity studies have been performed using two fypes of tropo-
spheric air guality models —single-cell Lagrangian models and
three-dimensional Eulerian models. Table 3 lists examples of
such models. ’

The singlecell Lagrangian models, often called trajectory
or box models, represent the polluted atmosphere by a discrete
air parcel that moves over the air basin and receives emis-
sions, which then react in a single well-mixed parcel. Although
single-cell models oversimplify transport and diffusion and
provide limited information on spatial variability, they can
represent chemical transformations in ‘as great detail as is
kmown. Additionally, because of their lew input data and com-
putational requirements, single-cell models are practical for
performing the large numher of simulations required for formal
sensitivity analysis. Although these medels cannot represent
any particular pollution episode with great detail, and have
significant uncertainties in their representation of chemistry,
an appropriate set of single-cell model scenarios is effective
for assessing'VOC reactivity under a wide range of conditions.
For this reasen, the reactivity scale specified by the California
Air Resources Board (CARB) in the California Low Emission
Vehicles and Clean Fuels (CA LEV/CF) Regulations (24) was
developed using a single-cell model (see subsequent discus-
sion). To test how well the scales predict reactivity in a specific
zirshed, azd to examine the spatial and temporal aspects of
VOC reaciivity, the more physically detailed Eulerian models
must alse be applied. Resuits of such tests are also discussed in
2later section. '

Three-duimensional Bulerian models, also called grid or
airshed models, divide an air mass into multiple vertical and
horizontal cells where the chemicsl reactions and (where
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Table 2. Examnples of Air Quality Modeis

Model Reference Description
Em}p;;;':ic:lim Kinetie 25,26 L.agrangian, single
A madg; well-mized cell. Allows
(EI;I?.L'V[A) for time-varying
ernissions and,
inversion height raise.
Urban Airshed 27,28 Three-dimensionzal,
Model (UAM) urban-scale
photochemical model,
Specified by the EPA
for regulatory
applications,
Camegis/ 29,30 Three-dimensional,
Califorpia urban-scale
Institute of photochemical model.
Technology
(CIT)
CALGRID 31,22 Three-dimensional,
urban-scale
: photochemical model.
Regional Oxidant 33 Three-dimensional,
Model (ROM) regional-scale
: photochemical model.
EPA Models-3 34 Three-dimensional,
multi-scale

photochemical model.

applicable) emissions occur. These models simulate transport,
diffusion, or deposition of the pollutants between cells. Grid

models provide the most comprehensive representation of.

any airshed and provide the only means to predict cbserved
pollution levels in real-world pollution episodes, particularly
with respect to spatial and temporal variation. However, these
models require large quantities of detailed input data and have
high computational demands. Some of the most significant
limitations of grid models involve the uncertainties in the input
data and chemicsl mechanisms. Grid models are often applied
to an airshed where extensive, carefully examined input data
are available, such as that from the Southern California Air
Quality Study in the Los Angeles air basin (30). Results can
then be compared to ambient poliutant observations to evalu-
ate the accuracy of model predictions. Although models are
frequently evaluated against observed ozone data, most studies
have not directly compared predictions with observations of
VOC and NO, concentraticns. Because mauy factors affect
ozone, one does not know whether a model that can predict
ozone is giving the right answer for the wrong reason. The
few studies that have compared VOC and NO; data indicate
that grid models underpredict precursor concentrations by
signifieant factors.

Potential pollution control strategies can be examined with
grid models by simulating the effects of reducing specific
source emissions and then comparing resultant predicted pol-
lution concentrations with those predicted without the source
controls, thus potentially saving the huge efforts and costs of
applying ineffective emissions control strategies. Compound
and source reactivity can be examined with these models by
simulating the effects of adding incrermental amounts of a

VOC or of a specific source emission to a base cose emission
inventory.

Grid models are used to assess specific pollution scenarios,
account for great physical detail, and provide spatial and tem-
poral information on pollutant behavior; single-cell models ara
used to represent a wide variety of chemical conditions and per-
form formal sensitivity analysis. Choosing which model type is
best suited for a specific application is often based on balane-
ing the need for physical detail with computational limitations.
For these reasons, the study of reactivity relies or both single-
cell and grid mode] predictions, and the results can be comparad
to help assess the reliability of the reactivity predictions. For
more information on types of air quality models and model veri-
fication, see Reference 2 and the references therein.

Chemical Mechanisms

The chemical mechanism is the portion of the airshed mode]
that represents the chemical transformations of the pollutants
that are emitted or formed in the atmosphere. This is the term
B; in equation 5. Because this is the portion of the model that
represents how Qg is formed from the various types of VOCs
in the presence of NO,, it is the critical component, for predict-
ing VOC reactivity. The mechanism musi be able to take all
the chemical factors affecting ozone formation appropriately
into account if the ozone predictions of the model are to be
credible. Table 4 lists the various chemiecal rmechanisms that
are currently in use in air quality models and indicates the

. airshed medeling applications where they are currently used,

along with their relative strengths and weaknesses (35—40).

As indicated ip Table 4, all the chemical mechanisms cur-
rently in use employ various approaches for condensing or sim-
plifying the complex chemical processes that actually cecur.
This is becanse several hundred types of organic compounds
bhave been identified in speciated emissions inventories, and
the compounds all have differing reaction rates, amounts of
NO oxidation caused by the radicals they form, effects on OH
radical and NQ, levels, and reactivities of their products. Each
reaction has a rate constant that can depend on temperature,
pressure, or, for photolysis reactions, the intensity and spec-
trum of incident sunlight. All of these vary with time of day,
season, and meteorological conditions. It is not practical for
this level of detail to be represented explicitly in airshed mod-
eling systems as currently amployed. Even if it were practical,
environmental chamber data are availabie concerning only a
small subset of these reactions, and for all others their rate con-
stants (and for more complex systems, the products they form)
need to be estimated by extrapolation or analegy from the sim-
pler, more well-studied systems.

For these reasons, increasing the complexity and number of
species and reactions in the chemical mechanism may not nec-
essarily inerease the reliability of predictions of the airshed
models that incorporate them. Chemical mechanisms are dis-
cussed further later in this section.

Environmental Chamber Experiments

Before any chemical mechanism—whether detailed or con-
densed--is incorporated in an airshed model, it must be
demonstrated to predict at least the major features of the-
VOC~NQ,—air photooxidation process. The only practical
means for doing this is to conduct experiments using an en-



Tabie 4. Chemical Mechanisms Currently Used in Air Quality
Models

Mechanism Description Reference
Statewide Air Exzplicit for a large number of 35
Pollution organics, but uses a lumped
Research representation for reactive
Center 1820 products. Designed
(SAPRC-90) specifically for reactvity
applications. Evaluated
primarily against indoor
chamber data.
Carbon Bond Lumped by number of carbon 36
IV (CE4) bonds in compounds. Specified
by EFA for regulatory
purposes. Evaluated against
outdoor chamber data.
Lurmann, Earlier and more condensed a7
Carter, version of SAPRC-90. Used for
Coyner CIT grid medel reactivity
(LCC) assessment calculations until
recently. Evaluated against
chamber data.
Regional Acid Developed for use in regional 38
Deposition acid deposition moedeling.
Madel, Similar to LCC in detail,
version 2 except more detaiied model for
(RADM-2) peroxide formation. Evaluzated
against chamber data.
Barwell Extensively used in Europe. Very 39
Mechanism large number of compounds
represented explicitly. Not
evaluated with chamber data.
SAPRC-S3 Updated version of SAPRC-20, 40
Mechanism same Jevel of detail. More

consistent with recent
ervironmental chamber
experiments.

vironmental chamber, also called a smog chamber, where the
chemical processes of interest are occurring under controlled
and well-characterized conditions. It can then be determined
whether the experimental results are consistent with the
predictions of models using the mechanism. Chemical mecha-
nism development experiments kave heen performed in indoor
chambers of ~3000—5000 L using artificial light sources (413,
much larger outdoor chambers (42.--44), and with smaller
indoor reaction bags (45,46).

Various types of chamber experiments are used to test
different aspects of the chemical mechanisms. Irradiations
of single VOCs in the presence of NO. and air fest the mech-
anisies for the individual compounds; NO.—air irradiations
of more complex VOC mixtures test the performance of the
model as a whole (47-50); and experiments where the effect
of adding single VOCs or VOC mixiures to irradiations of NQ;
and complex mixtures test mode]l predicHons of Incremental
reactivity (40,46,51-53). Evaluation of chemical mechanisms
with chamber data is complicated by uncertsinties in cham-
ber effects (48—30,54) such as deposition to the walls, and
separate characterization experiments are needed to evaluate
models for these effects. The characterization results are
used when evaluating the mechanism of interest {(48-50).
Although uncertainties are introduced in such evaluations,
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the uncertainties in evaluating chemical mechanisms using
chamher datz are far less thau the uncertainties in attempting
fo evaluate mechanisms by comparing full airshed medeling
results with ambient air data. With chamber experiments,
the amounts of input pollutants are accurately known, and
no unceriainties regarding dilution or transport need to be
considered,

Current chamber data are available to test the mechanisms
for only a subset of the many fypes of VOCs emitted into the
atmosphere, For the other species, reactions are either derived
by analegy with mechanisms for compounds that have been
studied, or they are represented in the medel as if they reacted
in the same way as some other species. The latter is referred
to as lumping, where a single spedes is used in the model to
represent an entire class of compounds assumed to react in
the same way, or a group of medel species is used to represent
various aspeets ¢f the reactions of various chemical compounds.
The various lumping aporoaches, and the approximztions and
inaccuracies they intreduce, vary depending on the mecha-
nisms (refer o Table 4).

QUANTIFCATION OF VOC REACTIVITY

A number of possible methods to quantify the impact of a
VOC on ozone formation have been examined. Early reactivity
experiments were based on armounts of czone formed when
the VOC is irradiated in the presence of NO. in environmental
chambers (eg, 55-57). However, individual VOCs are not
emitted In the absence of other reactive arganics, so such
experiments ¢cannot be expected to represent atmospheric con-
ditiens. Furthermere, there are chamber wall and background
effects which affect the resulis of such experiments, particu-
larly if the compound reacts slowly or has radics] sinks in its
mechanism (48,49,54,58—60). An 2lternative measure that kas
been proposed is comparison of the OH radical rate constants
between VOCs (61--83). Althcugh not strictly a measure of
ozone formation, for most compounds reaction with OF is the
main process that initiates the VOC ozone-forming reactions.
This aprroack bas the significant advantage that the OH rate
constants are known or can be estimated for essentially 211
VOCs of relevance to most regulsiory applications (20,64,65),
and the O rate constants are properties only of the VOC, and
aot the exvironment where the VOC is emitted (other than
small temperature dependencies.) However, this method does
not account for the significant differences in the subsequent
reaction pathways of the initial products, which can affect how
much ozore is formed after the VOC~0H reaction (22,23).

In particular, model caleulztions have shown that incre-
mental reactivitdes of VOCs depend not oniy on how fast the
VOC reacts, but also on the tendency of the VOC to enhance or
inhibit radical levels, the tendency of the VOC to remove NG,
from the system, and the reactivity of the VOC major products
(18,22,66,67). For example, aromatics, which have strong
NOQ. sinke and radical sources in their mechanisms, were
found to have relatively high reactivities under low VOC/NO,
conditions, but were found to have negaiive reactivities when
the VOC/NO. ratio was sufficiently high. For this reason, the
CH radicz] rate copstant has been shown to correlate poarly
with other measures of ozone formation potentiz], particular]y
for the mere rapidly reacting VOCs (68,83).

Because of the limitations of the OH radical rate constant
scale {70}, it has been argued that a scale based on incremen-
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tal reactivities would provide a more comprehensive measure
of the effect of 2 VOC on actual ozone formation (35,69). In-
cremental reactivity is defined as the change in ozone caused
by a change in the emissions of a VOC in a specific air pollu-
ton episode. To remove the dependence on the amount of VOC
added, incremental reactivity is defined by equation & as the
limit as the amount of VOC added approaches zero, ie, as the
derivative of ozone with respect to VOC (as shown on the lower
plots of Fig. 1

8[0,]
IR, = 3VOC {6}

Here, IR; is the incremental reactivity and the subscript
i denotes the VOC being examined. This reactivity definition
takes into account the effects of all aspects of the organic re-
action mechanism and the effects of the environment where
the VOC is emitted. However, model calenlations (23,25,69,71)
and environmental chamber experiments (72) have shown that
changes in environmental conditions can significantly affect
incremental reactivities, both in a relative and in an absolute
sense. Therefore, the ineremental reactivity is a function of the
episode as well as of the VOC. This presents obvious problems
in developing reactivity scales for use in VOC control regula-
tions which will be applicable under all conditions. Methods for
dealing with this epizode dependence are discussed in the sub-
seguent section on variability. ‘

The incremental reactivity of a VOC under true ambient
conditions cannot be measured directly—other than by chang-
ing emissions and then observing the resulting changes of air
quality for encugh years to factor out effects of meteorological
variability—but can be estimated either by computer model
calculations or by suitably designed environmental chamber
experiments. Both types of estimation approaches have their
limitations. In the case of model caleulations, uncertainties
and approximations in the model for airshed conditions, in
.the model formulation, and in the chemical mechanism cause
uncertainties in the predicted ozone impaects, as discussed
subsequently. In the case of experiments, it is difficult for the
conditions of the experiment to simulate ambient conditions,
so the results do not have general applicability. For these
reasons, modeling and experimental measurements are used
in conjunction for examining reactivity,

In an early model simuiation, it was shown that, when
adding a given amount of a VOC to the other VOC inputs in
EXMA model simulations, the caleulated change in ozone var-
ied widely among different VOCs at low VOC/NO, ratios, but
were lower and less variable under high VOC/NO. conditions
{68). Although the VOC/NO, ratio was probably the most im-
portant single environmental factor affecting reactivity, other
factors are important as well (22). Simulations of environmen-
tal chamber experiments resulted in different incremental
reactivities (both absolute and relative) than simulations of
atmospheric conditions, indicating that incremental reactivi-
ties measured in chamber experiments should not be used to
assess atmospheric reactivities without the benefit of model
calculations to account for the differences between chamber
and airshed conditions. In addition, it was shown that the
number of days in the pollution episode and the nature of the
other VOCs present also had a nen-negligible effect on VOC
resctivities (22). There was still some variability in relative
reactivities among different one-day airshed model scenarios

aven after NO, inputs in the scenarics were adjusted to yieid
consistent conditions of NO, availability (23).

The factars affecting reactivity from the perspective of the
chemical reactions actually responsible for ozone formation
have also been investigated (19,66,67,73), showing that the
relative contribution of VOCs to the reactions that are divectly
responsible for ozone can be quite different than the relative
incremental reactivities of those VOCs. This is because many
VOCs have high (or negative) incremental reactivitiess—not be-
cause of the ozone formed by their own reactions, but because
their reactions affect how much ozone is formed from other
VOCs. For example, if the reactions of a VOC significantly
affect radical levels (as represented by ¥ in eq. 4), they will af-
fect how much Q3 is formed from the reactions of other VOCs.
For many VOCs, this indirect effect on reactivity makes a
larger contribution to 1ts incremental reactivity than the ozone
formed by the VOC direct reactions (19,66,67). This result has
also been shown from an analysis of the results of incremental
reactivity experiments carried out under maximum reactivity
conditions (52,53).

Environmental Chamber Reactivity Assessments

One way to assess VOC reactivity is to measure its effect on
ozone when irradiated in the presence of NO, and other VOCs
in environmental chamber experiments. Although chamber
results are not applicabie in a general sense for regulatory use,
experimental results are necessary to ensure modeling results
are realistic. Such studies are underway or have recently
been completed at the University of California at Riverside
(52,53,72,74), at the General Motors Research Laboratory
(GMRL) (45,46), and at the University of North Carolina
(UNC) (75). Although the studies have many similarities, the
objectives are different. Some studies {41,52,53,72,74) were
carried out primarily to evaluate the chemical mechanisms
used in airshed models to predict atmospheric reactivity,
which as discussed is essential for assuring their reliability. In
the first study (52,53} a relatively large number of compounds
were studied using a blacklight light source, relatively high
NO, MIR-like conditions, and a highly simplified mixture
to represent other VOCs in the atmosphere. In chamber ex-
periments studying reactivity, the term reactive organic gas
(ROG) surrogate is used to refer to this mixture representing
the other atmospheric VOCs, whereas the term VOC is used
to refer to the individual compound whose reactivity is being
studied. In the second study (72), the effects of varying the
NO. conditions while using a more complex and realistic ROG
surrogate was examined. The results were compared with
the predictions of both the SAPRC-80 mechanism which was
used in the reactivity assessments discussed, and also an
updated version of this mechanism designated SAPRC-93 (40).
The SAPRC-90 mechanism agreed reasonably well with the
experimental results for most VOCs, except for the internal
alkenes, where SAPRC-93 performed significantly better.
Neither mechanism perforined particularly well in simulating
reactivity differences among xylene anéd trimethylbenzene
isomers, although this discrepancy has been corrected in
newer versions of the SAPRC mechanism which are still under
development (76). The mechanisms performed quite well in
simulating the effects of varying the NO, levels and the nature

‘ of the ROG surrogate.



The objective of other experiments (45,46) was primarily
to evaluate how well experimental incremental reactivities
carrelate with the modeled MIR scale. Incremental reactivities
of several representative VOCs were measured as a function
of amount of VOC added under spproximately mazimum
reactivity conditions. A xenon arc light source (which gives
a better approximation to the spectrum of sunlight than
blackiights) and relatively small volume reaction bags were
employed. Although the ROG surrogate only approximated
the average background conditicns assumed for modeling the
MIR scale, the experimental reactivity results correlated well
with the modeied reactivity results. Of note, the chemical
mechanism used in the trajectory model was developed from
smog chamber results, so some omissions or errors may Im-
pact both the chamber and the model reactivity values. The
experiments were not intended for mechanism evaluation,
aithough they may be useful for this purpose if additional light
characterization experiments are carried out.

A large outdoor environmental chamber was used to com-
pare ozone formation from various complex mixtures designed
to closely duplicate components in vehicle exhansts (75), and
similar experiments were performed using an indoor environ-
mental chamber to examine the reactivity of actual alternative
fizel vehicle exhaust (77). The purpose was beth for evaluating
chemical mechanisms, and alsa for direct comparison of ozone
formation from chemically realistic mixtures (73). The results
ofthis study were compared with predictions of the CB4 mecha-
nism, and even though very good agreement was found for most
simouiations, the CB4 was believed to exhibit too large of an in-
crease In ozone preduction with increasing temperatures cver
80°F (26.7°C). The potential reactivity of the exhaust emissions,
which agreed reasonably well with current air quality model es-
timates, was evaluated (77).

Finally, a series of environmental chamber experiments was
performed, upon which 2 propesal was made that reactivity is
a conserved property regardless of background VOC composi-
tHon, and that ozene production is independent of NO. undercon-
ditions that are not NO, limited (“light-limited”) (78). Based on
this hypothesis, 2 commercial instrument intended to directiy
measure reactivily in an ajr stream was developed. This instru-
ment and hypothesis were the focus of some recent evaluation
studies (79,80). Results from beth studies indicate reasonable
to excellent agreement under specific environmertal conditicns
among the instrument, static environmental chamber resunlts,
and some chemical mechanism modeling predictions. Theyalso
found that, for the conditions studied, incremental reactivity
was additive within the experimentzal unesrtainty. However,
both studies required major medifications to the insirument
before it could be used for reactivity measurements, and the
hypothesis that smogformation isindependent of NO.. in a light-
limited regime was not found o be valid.

Although environmental chamber studies are essential
for mechanism evaluation and agsessments of reactivities of
complex mixtures, incremental reactivities in environmental
chambers are not the same as incremental reactivities in the
atmosphere. It is not practeal to duplicate all of the environ-
mental conditions which affect 2 VOC ineremental reactivity
in environmental chamber experiments, and even if it were it
would noi be practical to use them to comprehensively investi-
gate how reactivities vary over the wide variety of condifions
that oceur in the atmosphere. For this, model calculations are
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reguired. Various modeling approaches to assessing reactivity
2nd developing reactivity scales are discussed in the following
sections.

Relative Reactivity Scales

A general scale which ranks the reactivities of VOCs would
clearly aid the development of regulatory applications which
take differences in VOC reazcdvity into account. However,
because incremental reactivities depend on environmental
conditions, no incremental reactivity scale will corractly predict
relative ozone impacts under all conditions (even if there were
0 uncertainties in the models, the chemical mechanism, and
the airshed conditions). This can be partially accounted for
through the use of a relative, rather than absolute, comparison
of reactivities. In other words, we do not compare the absolute
amount of ozone formed per amount of VOC added, but the
amount of ozone formed relative to other VOCs. This conespt is
appiied to sources as well as compounds. For example, i one is
comparing the reactivity of emissions from a gasoline-fueled
venicle to that from 2 compressed natural gas (CNG) vehicle,
what is most important is not that the gasoline-fueled exhaust
has a reactivity of 1.00 g of ozone per gram of exhaust VOC,
and CNG exhaust has a reactivity of 0.20 g of ozone per gram
exhaust VOC. These quantities are dependent on location and
time. What is of greater interest is that the CNG exhaust is
5 times less reactive, so the CNG vehicle can emit about five
times as much VOC in any area and still have a similar impact
on ozone levels. Defining reactivity in reference to other reac-
tivity values rzther than to absolute ozone formation allows
reactivity values to be more readily evaluated and compared. To
caleulate relative compound reactivities, we quantify the reac-
tivity of individual VOCs as compared to a reference compound
ar, better, a VOC mixture (je, the reactivities are normalized).
When these normalized compound reactivities are quantified
in 2 relative sense, the set of reactivities is referred to as a
relative reactivity scale.

Although the use of a reactivity scale reduces the effect of
reactivity variabilities, it cannot completely account for envi-
ronmentzl effects. Nevertheless, the only practical alternative
to using 2 general reactivity scale is regulating all compounds
as if they were either reactive or unreactive, ie, using an im-
plicit reactivity scale where all compounds have reactivities of
cither 0 or 1. This method has obvious shortcomings. For these
reasons, a number of reactivity scales have been developed, and
are summarized in Table 5.

Trajectory Model Reactivity Assessments

Eighteen reactivity scales were developed using the SAPRC-80
chemical mechanism in 2 single-cell trajectory model (23,59).
These scales represent the average results from 39 modeled
trajectories, each representing an urban area with varying,
though low, VOC-to-NO, ratics, as shown in Table 8. Averag-
ing reactivities across these trajectories accounts for some of
the variahility caused by environmental conditions.

The 18 reactivity scales were derived using nine different
approaches for dealing with the dependence of reactivity on
environmental conditions and on two methods for quaniify-
ing ozone impacts. Seven of these scales are summarized in
Table 7. However, two important scales, the maximum in-
cremental reactivity (MIR) and maximum azone incremental
reactivity (MOR), are reasonably good representatives of the
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Table 5. Summary of Compound Reactivity Modeling Studies

Application

Reference Model Type Mechanism
81 Trajectory Harwell
g2 Three-dimensional (CIT) Lcc .
23 Trajectory SAPRC-80
a3 Trajectory and SAPRC-90
three-dimensional (CIT)
84 : Trajectory SAPRC-50
85 Three-dimensional (CIT) SAPRC-90
86 Trajectory SAPRC-90
87 Three-dimensional (CIT) SAPRC-50
88 . Trajectory and three- SAPRC-90
’ dimensional

Two-layer multiday trajectory sirnnlations of reactivity. Referred to
as POCP scales.

Calculation of 3 reactivity scales for 11 lumped compounds.
Simulations were performed for a three-day period in the Los
Angeles area (the SCAQS episode}.

Development of 18 reactivity scales (including the MIR and MOIR)
for 117 compounds. Results are the average of 39 trajectory
simulations for 10-hour periods.

Review of rate constant uncertainties and also portions of
(84,85,87). Report.

Rate constant uncertainty calculations for the reactivities of 26
compounds under MIR- and MOIR-type conditions. One
averaged trajectory was used rather than the 39 used in the
Carter MIR and MOIR caleulations.

Calculation of 3 reactivity seales for 27 eompounds. Sirrmulations
were performed for the SCAQS episode.

Calcnlation of the contributions of 18 compounds to czone concen-
trations in the Lower Fraser Valiey.

Rate constant uncertainty caleulations for the seales and com-
pounds in the above study (85).

Caleulation of five compound reactivities under MIR and MCIR
eonditions.

Table 8. Summary of Initial Basecase Conditions Used in Development of Carter Reactivity Scalese

City VOC/MNO, . City VOC/NO, City VOCMNO, .
Atlanta, Ga. 7.3 El Paso, Tex 6.6 Philadelphia, Pa. 6.2
Austin, Tex, 9.3 Hartford, Conn. 8.4 Phoenix, Ariz. 7.8
Baltimore, Md. 5.2 Houston, Tex. 6.1 Partiand, Oreg. 6.5
Baton Rouge, La. 6.8 Indianapolis, Ind. 6.6 Richmond, Va. 6.2
Birmingham, Al 6.9 Jacksonville, Fla. 7.6 Sacramenta, Calif. 6.6
Boston, Mass, 6.5 Kansas City, Mo. | 7.1 St. Louis, Mo. 6.1 _
Charlotte, N.C. 7.8 Lake Charles, La. 7.4 Salt Lake City, Utah 85 :
Chicage, 1. 118 Los Angeles, Calif. 7.6 San Antonio, Tex. 3.9
Cincinnati, Ohic 6.4 Louisville, Ky. 5.3 San Diego, Calif. 7.1
Cleveland, Okic 6.6 Memphis, Tenn. 6.8 San Franpcisco, Calif. - 4.8

© Dallas, Tex. 4.7 Miami, Fla. 9.6 Tampa, Fla. 4.4
Denver, Caola. 6.3 Nashville, Tenn. 81 Tulsa, Okla. 5.3
Detroit, Mich. 6.8 New York, N.Y. 8.1 Washington, D.C. 5.3
9 Ref, 23.

full set, and are discussed in more detail below. The MIR
scale primarily reflects the effect of the VOC on ozone forma-
tion rates. The MOIR, Equal Benefit Incremental Reactivity
(EBIR), and the base-case average ratic ozone yield scales are
more sensitive to the effect of the VOC on ultimate Q3 yields
in NO.limited conditions. Scales based on integrated O; are
sensitive to both factors, but tend to be more similar to MIR
than MOIR (see also the discussion in following sections).
Scales sensitive to effects of VOCs oxn ozone formation rates
generally give higher relative reactivities for aromatics, and
lower relative reactivities for alkkanes, than those based on
ultimate O3 vields in NO, -limited conditions.

Twao of the above scales which have been most seriously con-
sidered for regulatory use are the MOIR scale and the MIR
gcale. The MOIR, is based on incremental reactivities for NO,
conditions which are most favorable to ozone formation, as in-
dicated by the “MOR” point on the bottom-left piot in Figure 1.

The MIR is based on the incremental reactivities of VOCs un-
der relatively high NO. conditions where the VOCs have their
bighest incremental reactivity, as is also shown on the bottom-
left plot of Figure 1.

Use of the MIR scale has been proposed for regulatory
applications because the MIR scale reflects reactivities under
environmental conditions which are most sensitive to effects of
VOC eontrols (22,23,70). The MIR scale may be less accurate
than others in predicting O; effects under lower NO, condi-
tions; however, because of the lower sensitivity of Os under
these eonditions, the practical impact of those inaccuracies is
less important than would be the case under the conditions
where the scale is designed to apply. The MIR scale was also
found to correlate wel] to scales based on integrated Oy yields,
even in lower NO, scenarios. Nevertheless, the MOIR scale
is attractive because it iz ‘more representative of the worsi
case ozonme formation conditions in various airsheds, and
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Table 7. Summary of Major Characterisiics of Carter Reactivity Scalese®
Derivation of Seale from
Individual Scenaric Reflects Effect
Scale Tvpe of Scenarics Used Rezcdvities Ozone Quantification of VOC on:
Maximum incrementai  Low ROG/NO. conditions where Averages of Incremental Maximum ozone Ozone formaiion
reactivity (MIR} O is most sensitive tc VOC reactivities in the MIR rates
changes seenarios
Maxzimum ozone Mederate ROG/NOQ,. conditions Averages of incremental Maximum ezone Ultimate ozone
incremental where highest Qg yields are reactivities in the MOIR vieid
reactivity (MOIR)® formed scenarios
Equal benefit Higher ROG/NO, conditions wi Averages_ qf_mc_remental Maximum ozone Ult:m:ai:e ozone
incremental VOC and NO.. control ave reactivities in the EBIR : yield
reactivity (EBIR} z scenarios

Base-case average
ratio: Oz yield

Base-case least
squares error: Oy
yield

Base-case average
ratio: integrated Og

Base-case
least-squares error:
integrated Cy

equally effective in reducing Og

Base-case conditions: ROG/NO.
conditions are as observed for
the individual scenarios

Base case

Base case

Base case

Averages of incremental
reactivities in the base
case scenarios

Minirmizes the sum of
squares change in ozone
which would occur if a
“mall test™ substitoton
were made in al the
scengrios based on the
scale®

Averages of incremental
reachvities {n the
base-case scenarios

Same as base-case
least-squares error: O3
vields

Maximum ozone

Mazximum ozone

Integrated czone

Integrated ozone

Ultimate czone
yeld

Depends on the
variability of
seenario
conditicns?

Ultimate ozone
yeld

Ultimate ozane
yield

@ Ref. 23.

& The MOIR scale is also referred to as the Maximum Ozone Reactivity QIOR) scale.
¢ A “oull test” substitution based on a reactivity scxle consists of substituting VOC emissions such that the scale predicts there would be no change in azone. Two
types of least-squares error scales were derived—one based on substitution of the individual VOCs for the base ROG mixture, and one on substituting the base
ROG for the VOCs. The scales are similar except fur VOCs with variable incremental reactivities distributed around zero.
¢ Depends en effect on O formation rate ¥ scenarios are highly varied in ROG/NO, conditions (47,69,90), but deperds more on effect on uitimate Oy yield if the

ROG/NO.. conditions are mere parrowly distribated, as with the EPA scenarios (91) used in the most recent reactivity seale derivation (23,88).

also beczuse it tends to be more conservative in predicting
substitution benefits for most alternative fuels. The MIR seale
tends to predict larger reactivity benefits for slowly reacting
compounds than may be appropriate, because the higher NO,
levels of MIR scenarios cause suppressed radical levels, which
decrease the armount that slower reaciing compounds react
in the scenarios. Ultimately, in the first resctivity-based
regulatory action, CARB concluded that the MIR was a su-
perior method to the OH scale for assessing reactivity and
used the scale as a basis for deriving reactivity adjustment
factors (RAFs) in California’s LEV/CF regulations (92). RAFs
are discussed further later in this article. The MIR scale is
now also widely used as a means for comparing rezactivities of
vehicle emissions during various driving cycles as well as for
evaluating the use of alternative fuels (93).

An alternative approach that may have the best features of
both the MIR apd MOIR would be fo use a scale based on inte-
grated ozone under base-case or maximum ozone conditions.
This has the advantage of the MIR scale in that it performs
well in predicting reactivity effects under high NO, conditions
that are most sensitive to VOCs (because it correlates rea-
sonably well to MIR for most VOCs), while alsc being based
on condifions of scenarios that are more representative of
worst-case O; pollution episodes. Furthermare, in the context
of Eulerian medel simulaticns whers czone impacts vary with

both. time and space, integrated ozone throughout the full air
basin and time period of the episode is arguably a more robust
measure of the exposure of the environment to ozone than the
peak ozone concentration, which might be highly lecalized in
time and place. Comparisons of Eulerian model predictions
with the MIR and MCIR scales are discussed subsequently.
An alternative series of reactivity scales derived using a tva-
jectory model are the photochemical ozore creation potenial
{(PCCP) scales, also shown on Table 5, which were ealeulated
by Derwent and other researchers in Europe (81,94) using the
Harwell mechanism (39) and a two-layer Lagrangiar model
representing various muitiday trajectories across Europe. The
reactivities are caleulated from the change in mid-afternoon
ozone for each day in the trajectory resulting from removing
the test VOC from the emissions, divided by the integrated
emissions of the test VOC up to the time of the ozone observa-
tion. Most of the POCP seenarios probably represent low NQ,
conditions. )
A comparisen of MIR, MOIR, and POCP reactivities for se-
lected VOCs is shown on Figure 3. The MIR and MOCIR scales
give very similar relative reactivities for most compounds, and
are consistent in predictions of which compeounds are highly
reactive and which are not. Eowever, for reasons discussed
previgusly, the MOIR seale gives lower relative reactivities
for aromatics, and also predicts lower reiative reactivities for
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Figure 3. Comparison of MIR, MOIR, and POCP relative reactivities. Incremental re-
activities {ozone per gram) are shown relative to ethene = 100. MIR and MOIR reac-
tivities are from (28). POCP reactivities are averages for various trajectories caleulated
{81}, with error bars being the standard deviation of the averages.

radieal initiators such as formaldehyde, which have larger ef-
fects on rates of ozone formation than on ultimate ozone yields.

"The MIR, MOIR, and POCP relative reactivities generally
predict similar orderings of reactivities (relative reactivities),

- but some significant differences are observed. The largest dif-
ferences, particularly for the alkanes and methyl ethyl ketone
{MEK) are probably due primarily to differences in the ¢hemi-
cal mechanisms employed, rather than the types of scenarios
employed. The Harwell mechanism (39) is chemically detailed
and intended to be explicit, but, unlike the SAPRC and carbon
bond mechanisms, has not been evaluated against chamber
data and may not adeguately represent the large NO, sink pro-
cesses in the aromatic photooxidations thet give them low or
negative reactivities under low NO, conditions. The relatively
low reactivity predictions for the higher alkanes by the SAPRC-
90 mechanism has been verified by environmental chamber
experiments (40,52,53,72). Effects of differences and un-
certainties in chemical mechanisms on reactivity scales are
discussed in more detail in a later section.

A different trajectory model was also used to evaluate
reactivity (86). This study used the SAPRC-920 cheniical mech-
anism in the ozone isopleth plotting research version (OZIPR)
trajectory model (95} to predict the reactivity of 17 VOCs and
methane in the Lower Fraser Valley of Canada. This study
designated nine VOCs as significant confributors to the ozone
concentrations, seven of which represent lumped compound
groups. The greatest contributor to ozone formation was found

to be ARO2, a lumped model species used to represént the
xylenes and other fast reacting aromatics.

Eulerian Model Reactivity Assessments

A serious concern about the regulatory application of scales
such as MIR and MOCIR is that they are all based on the
single cell (Lagrangian) model simuiations of single-day
pollution episodes. MIRs have been developed based on 10-h
simulations, whereas some organic compounds may remain in
an urban airshed for 2—-3 days. The trajectory model lacks the
physical detail, the spatial and temporal detail of emissions
and resulting pollutants, and the multiday pollution effects
that can be represented in Eulerian models. For that reason,
it is important that the scales derived using trajectory models
be evaluated using more detailed models. Three sets of such
studies have been carried out to date (82,85,87,88).

Al three studies employed the Carnegie/California Insti-
tute of Technology (CIT) Model (29,30} applied to a three-day
air pollution episode in the Los Angeles air basin (30). In
addition, one study (88) also applied the CIT model to the
Swiss Plateau to study the use of reactivity over regional
domains that are less NO.-rich. A challenge in comparing VOC
reactivity using results between box and grid modeling studies
is the difference between quantification measures, or metrics,
that can be defined from each analysis method. Differences
in the spatial and temporal representation of emissions can



also make the comparison of results difficult. In the Bulerian
reactivity studies, incremental emissions of the test compound
were modeled by increasing the test VOC proporticnally to the
spatizl and tempaorsl distribution of the base organic species
emissions. The rates of all organic species emissions iz each
modeling cell for each hour were used to determine the rate
of the test species emission in that cell. This is represeated
mathematically by equation 7, where, at time ¢ in model cell z,
¥, z, the perturbed emission (E?) of test species I is calenlated
as the base emission of that species (E%) plus a fraction, (&),
of the sutm of the totzal base level emissions of reactive organic
gases. Index j refers to each represented explicit or lumped
emitted VOC. This modeling method accounts for the effect of
emissions varigtion, transport, and multiday reactions.

Ef(x,y,2,8) = E¥z,y,2,8) + a3Ez,5,2,8) (D

In addition to different representation of emissions by
trajectory and three-dimensional models, results from three-
dimensional modeling can be described in a number of ways.
Three of the most useful metrics are the difference between
peak ozone concentrations predicted using the base and per-
turbed inventories, and population- and exposure-weighted
expesure to ozone levels exceeding a thresheld value (82,85).
Eulerian medel results can also be compared across different
parts of the modeled domain, which have varying VOC to NO,
ratios because of pollutant emissions and transport, as well as
variation in incident radiation caused by doud cover (85).

The CIT air quality model has heen used with a relatively
highly lumped chemiczl mechanism, the Lurmann, Carier,
Coyner mechanism (LCC) (37), to quantify the reactivity of 11
individaoal ard lumped VOCs. This study allowed comparison
with single-cell model reactivity studies by cthers, and also
between different metrics of ozone Impact, including how the
species Irnpact the peak ozone as well as ozone exposurs. The
resuits showed that the MIR reactivities did not perform wel]
in predicting peak ozone senszitivities for the model specles,
but performed reasonably well in predicting effects of model
species on integrated ozone exposures over the air quality
standard. The MOCIR scale did not compare as well as MIE to
airshed model derived results for either the Impacts on peak
0ZOne O On 0ZOne exposures over the air quality standard. The
comparisons (82) are complicated semewhat by the fact that
the study utilized the LCC chemical mechanism, which does
not correspond directly with SAPREC-30 mechanism species
used in caleulating the MIR and MOIR scales. However,
agreement between the MIR scale and the ozone exposure
predictions (82) is remarkably good corsidering the difference
in the mechanisms, medels, and czone impact quantification
techniques employed. It was noted in this study that much of
the variability found could be ascribed to using a single species
(CO ir this case) for normalization, which is subsequently
discussed.

Subsequent to this study (82), the SAPRC-80 mechanism

was implemented in the CIT model (referred to as the CTT-S90)
for more direct comparison with the MIR and MOIR reactivity
scales (85,87). Here, reactivities are normalized to a mixture of
VOCs representative of exhaust emissions, as in other reactiv-
ity studies (23,84). Some differences were found which are be-
lieved to be due to multiday pollutant carryover and cloud cover
represented in the CIT model, which are not accounted for by
box medels. The CIT-S90 was also used to Investigate effects
of environmental varizbilitiez and of chemical mechanism un-
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certainties on reactivities (discussed in the variability and un-
certainfy sections, respectively). A more detailed comparison of
the CIT-390 study results ard the MIR and MCIR are also pre-
sented in later sections.

Cne other three-dimensional model study of reactivity (38)
involved VOC solvents having a wide range of reactivities.
The solvents studied included m-xylene (the mast reactive),
parachlorobenzotriflouride (PFCBTF, the least reactive halo-
genated aromatic), benzotriflouride (BTT), acstone, ethanol,
and ischutzne. The CIT-390 was used for this study. Rate
constants of similarly reaeting compounds were assumed
for those solvenis for which chamber studies have not been
performed. These compounds not only have a wide range of
reactivities, but represert a number of different types of VOCs.
Using a box model to quantify the MIR and MOIR reactivities,
as seen in Figure 4, a very good agreement was found between

were normalized to the geemetric average of the compound
reactivities), even though the abselute reactivities differed by
a factor of two. These results, aleng with others (23,85,87,96),
suggest that the differences between the reactivity scales (and
bence, the impact of differing levels of VOC), are primarily
in the absclute magnitude, not the relative amount of ozone
formed between different compounds.

VARIABILITY IN REACTIVITY SCALES

Variabiiity with Environmental Conditions

One of the stronger debates on the use of reactivity quan-
tification for determining the potential impact of VOCs on
ozone is that the absolute amount of ozone formed from a
given quantity of VOC is heavily dependent onm the local
ambient conditions, including the metecrology (wind spéed,
temperature, mizing height, and humidity), pollutant trans-
port (the residence time of emissions in an urban area),
distribution of emissions seurces (eg, proportion of biagenie,
mgbile source, and other emissions), and background pollutant
concentrations (eg, the VOC/NO, ratio and the absolute levels
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Figure 4. Relative {normalized) N-MIR and N-MCIR reactivi-
ties for six solvents (88). In order if increasing reactivity, they
are: PCBTF, BTF, acetone, ethznol, isobutane, and m-xylene.
Tt is evident that the two scales are nearly linearly correlated
for these compounds.



3370 OZONE CONTROL AND VOC REACTIVITY
of VOCs and NOQ,). This dependence on variable conditions
was discussed when presenting various reactivity scales and
experimental results.

One effect of variable conditions is that, in the extreme,
a compound can go from being fairly reactive under certain
conditions to having a negative reactivity under others {(eg,
tolnene). This dependence may make the use of generalized
reactivity weighting and the development of reactivity-based
control strategies problematic. However, one should also
recognize that for most of the organics, those that are highly
reactive relative to the other VOCs under one set of conditions
remain highly reactive under other conditiors. Likewise, the
less reactive VOCs remain. less reactive. Compounds that vary
widely, such as toluene, are the exception rather than the
rule. As discussed, this variation is partially accounted for by
the use of normalizing and relative ranking in the reactivity
quantification of VOCs.

A second issue in the analysis of variability in reactivity
with environmental conditions is the effect of NO, and VOC
background concentrations. The MIR scale was derived using

conditions relatively high in NO,, as might be experienced in-

areas with a high density of NO, emissions (eg, areas highly
impacted by traffic or local industries with significant combus-
tion sources). MOIR conditions occur at lower NO, levels, but
the ROG/NQ. ratios are still lower than what might be found
in rural areas. Reactivity simulation conditions used by Der-
went and Jenkin (81) have even less NO., which represents
conditions where VOC controls and reactivity weighting are
relatively ineffective. So the question arises as to how well a
measure of reactivity guantification can represent many ar-
eas, given the possible range of environmental conditions un-
der which ozone formation occurs. This was, in part, addressed
when comparing the MIR, MOIR, and POCP scales, and is ad-
dressed further subsequently.

The impact of environmental conditions on reactivity should
~ be discussed at two levels: first, how it affects the reactivity
of individual VOCs; and second, how it would likely affect the
reactivity of emissions from a source whose composition is
made up of a large number of VOCs. As suggested, the absolute
amount of ozone formed from any VOC is highly dependent on
the environmental conditions. In an area already rich in VOCs
{ie, a NO,-limited regime), the small addition of an individual
VOC has a lower impact than if that same increment of VOC
emissions occurs in an area rich in NO, (where ozone formation
1s VOC limited). As shown by Carter (23), the average absolute
reactivity of a suite of VOCs using the MIR scale is about twice
that when using the MCOIR scale. Further, there are those few
compounds that can go from having relatively high reactivities
to low or negative reactivities. This would appear to inhibit the
use of reactivity weighting in regulatory applications.

An interesting exercise that addresses the impact of envi-
ronmental variabilities is a comparison betwesn trajectory
model results and three-dimensional model results. By their
nature, the three-dimensionzl models cover domains with a
wide range of environmental conditions, going from NO.-rich
conditions in urban centers to VOC-rich conditions downwind.
Further, they can follow the transport of pollutants over long
distances. In two of the modeling studies described previously
(85,87), the spatially and temporally resolved ozone impacts
were used to caleulate impacts on the peak ozone, the potential
population-weighted ozone exposure, and the spatial-weighted
ozone exposure. From those calculations, the corresponding

compound reactiviiies were quantified and normalized to the
reactivity of a mixture of VOCs (so the results are relative
reactivities). As shown in Figure 35, the resuits from the MIR
and MOIR box model caiculations {23), conducted for 39 cities
(as shown in Table 3}, agreed well with related metric resuits
from the airshed ¢aleulations for the Los Angeles, CA area.

In interpreting the results of the comparison befween the
two modeling approaches, and the differences found between
the three metrics defined for the airshed model results, it is
important to understand the ozone and population patterns in
the region. The peak ozone is found in the eastern basin, in an
area with relatively little NO,, and thus has a high VOC/NO,
ratio. On the other hand, the population is concentrated more
in the western basin, in areas with more dense emissions, and
in particuiar NO.-rich mobile source emissions, and thus hav-
ing a low VOC/NO, ratio. Also, the peak ozone is found down-
wind of the urban area, after the pollutants have had a chance
to age, again in confrast to the more densely populated re-
gions which experience fresh emissions. Further, the meteorol-

_ogy (eg, ternperatures and mixing heights) in the two portions

of the basin are different. Because of these differences, con-
trasting the population-weighted ozone impact with the peak
ozone impact can help capture the level of difference found

- from environmental variability. The spatial-exposure metric is

expected to give results with characteristics of each of the other
two metrics.

As shown in Figure 5, the airshed model-derived spatial
and population-density weighted results hehave similarly to
MIRs. The greatest differences are found for formaldehyde and
other compounds whose reactivities are highly dependent on
photolytic reactions. This may be explained by the use of a re-
duced photolysis rate in the airshed modeling to account for
the observed cloud cover. The box model used clear sky con-
ditions. The reductions in the reactivities are consistent with
the sensitivity to the rate constants for the photolytic reactions
(84), as addressed in the uncertainty section. In general, air-
shed model results for Los Angeles agree well with MIRs, and
further show that individua! organics have very different ozone
impacts. Such a study has not been conducted for other regions.

To further compare the frajectory and airshed model
results, regression analysis was performed between the box
model reactivities and the airshed reactivities. As shown in
Table 8, the MIR scale corresponded well with the population
exposure-based reactivities, and the MOIR scale agreed well
with the CIT-890 peak-ozone sensitivity. In these two cases, '
the slope of the regression line is virtually 1 (showing little
bias as reactivities increase), and the correlation is high. The
CIT-S90 spatial exposure metric correlates weil with both the
MIR and MOIR scales, but shows some bias in the comparison
with the MOIR scale, indicating that the spatial exposure
metrie finds the less-reactive compounds to be relatively more
reactive than does the MOIR scale.

As seen from Figure 5, there are significant similarities be-
tween the CIT-390 metrics as well, although some differences
are evident. Differenices were quantified by calculating the nor-
malized bias (a value of 1 would indicate 2 100% bias) and stan-
dard deviation between the scales (Table 9). These differences
between potential metrics for reactivity quantification within
a modeling study also intreduces variability.

A similar issue in regards to the role that environmental
variability plays in reactivity quantification is how vari-
ous meteorological characteristics can affect reactivities.
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Figure 5. Comparison of three-dimensional and trajectory modeled relative reactivities.

Table 8. Regression Results for Airshed Model Exposure ver-
sas MIR and Airshed Peak Ozone versus MOIR Measures ©

Comparison B2 Slope Intercept
Population exposure to MIR .81 0.88 .04
Spatial exposure to MIR 0.97 0.88 0.04
Peak to MCIR 0.80 1M 0.05
Spatial exposure to MOIR 0.56 1.09 -0.06
AR to MOIR 0.94 1.0% -0.08

< Befs. 85 and 87.

Table 9. Normalized Bias and Standard Deviation among Re-
activity Metries Calculated wsing the CIT-S90 Airshed Model®

Comparison Bias Standard
Population to spatizl exposure -0.21 0.22
Peak ozone to spatial exposure 0.22 0.52
P=ak ozone to population exposure 0.3% 0.67

< Refs. 85 and 87.

RBussell et al. (96) studied the variability in reactivities as
found using the results of the box medel of Carter under
&=fering conditions, a similar box model (84}, and a three-
dimensional model (85). First, using just the resulis of the box
model caleulations (23), they quantified the inter-city variabil-

~y

ity in the absolute species reactivities along the 39 trajectories,
and the inter-city variability in the relative reactivities of the
individual VOCs along those same trajectories. Normalized
MIRs were caleulated by dividing each species city-specific
MIR by the. geometric mean rezctivity of ail the species reac-
tivities for that city, and multiplying by the geometric mean
reactivity of the 39-city averzage MIRs. This alleviates the
problem that VOCs are generally less reactive, in ax absolute
sense, in one city versus another. A sampie of their results is
given in Table 10. As seen, the varizbility In the reactivity is
significantly reduced between the different trajectories when
the relative reactivities zre used.

Use of relative reactivity generally reduced variability by
almost a factor of two, from about 20 to 12%.

Impact on Source Reactivity Assessment

The previous discussion pertains to the variability in indi-
vidual compound reaciivity due to changing environmental
conditions. In summary, it was found that while the absolute
reactivities do vary with environmental differences, the rela-
tive reactivities vary much less, although differences are still
found. However, regulatory use of reactivity quantification
applies to sources, mest of which have emissions not of 2 single
VOC but of a mixture of VOCs. For example, automobile ex-
haust is made up of 2 myriad of different compounds. Table 11
presents a summary of modeling studies that examine the
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Table 10. Example MIRs and Variations among Locations Mean and Standard Deviation)®

Compound Mean Reactivities across 39 Cities {(Non-normalizedMNormalized) Standard Deviation (Non-normalized/Normalized)

BCHO 7.2M7.1 1.0/0.58

Methanol 0.56/0.535 0.11/0.064

Ethane 0.25/0.24 0.070/0.045

Toluene 2927 0.52/0.28

Pentene 8.2/6.1 1.2/0.64

% Ref 96.

Table 11. Summary of Source Emissions Reactivity Modeling Studies

Reference Model Type Mechapism Application

a7 Calcuiated (not modeled) EPA smog chamber data Estimated major source reactivities for metropolifan Los

] Angeles,

98 Trajectory Lcc Methanol fuel vehicle impacts with respect to conventionally
fueled vebicles.

99 Three-dimensicnal (CIT} Lce Potential methanel fuel vehicle impacts for the SCAQS
episode (compared to equal mass emissions from
conventional vehicles).

100 Three-dimensional (CIT) LCC Calculations of RAFs for 4 fuels. Simulations were
performed for the SCAQS episede.

101,102 Trajectory SAPRC-90 Rate constant and exhaust composition uncertainty
caleulations for the RAFs from reformulated gasolines
and methanol.

103 Trajectory and SAPRC-90 Report on box model study deseribed (101,102) and a 3D

three-dimensional (CIT} ’ study of the effects of rate constant and product yvield
uncertainties on predicted ozone impacts of 5 alternative
' ' fuel RAFS.
96 Trajectory and SAPRC-80 Evaluation of combined results of most previous studies
: three-dimensgional (CIT) (82,84,85,100,101,103). An economic analysis was also
performed.
104 Three-dimensional (UAM) CB4 Modeling of potential impacts of the use of three alternative

fuels (CNG, M85, and RFG) in two urban areas. Report.

reactivity of source emissions. An important question is how
does environmental variability impact the relative reactivity of
source emissions. This issue has been explored in most detail
for automotive exhaust emissions, in large part becatse of the
alternative fuel reguiations promulgated in California.

In 1990, CARB adopted the LEV/CF regulations {24,92),
which are applicable to light- and medium-duty vehicles.
The regulations are fuel neutral in that all alternative fuel
vehicles (AFVs) can compete in the marketplace as long as
they meet exhaust emission standards equivalent or lower in
ozone forming potential as those set for vehicles fueled with
conventional gasoline, Manufacturers who. build automobiles
powered by alternative fuels, including reformulated gasoline,
can take advantage of the lower ozone-forming potential of
these vehicles through the use of RAFs. An RAF, as shown by
equation 8, is defined as the ratic of the exhaust reactivity
(per gram) of an AFV to that of 2 comparable conventionally
fueled vehicle (CFV). The mass emission rates of NMOG
(nonmethane organic gas) exhaust for each AFV is adjusted by
the RAF before comparison with the emission standards. In
this way, AFVs are allowed to have a higher mass of NMOG
emissions than CFVs, so long as the ozone-forming potential
of the ATV is no greater than a CFV that just meets the
standards. These regulations arose from interest in the use of
reformulated gasoline and alternative fuels as a measure to
reduce ozone in urban areas.
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where Fy; is. mass fraction of compound : in the test fuel ex-
haust (alternative fuel), F'y; is mass fraction of compound : in
the base fuel exhaust (conventional gasoline), B; is reactivity of
species i {grama ozone formed per gram compound i emitted),
and NV is the maximum number of organic compounds in either
fuel A or fuel B.

An RAF is the amount of ozone formed from a unit mass
emission from an AFV compared to the amount of ozone formed
from an equal mass of VOC emitted by a CFV. Without this
type of adjustment, a low mass emission rate of highly reactive
exhaust would appear preferable o a higher mass emission
of a much less reactive set of species. This adjustment also
decreases the impact of compound reactivity variabilities on
source reactivity quantifieation, similar to how compound rela-
tive reactivities are less variable than absolute reactivities.

The RAF scale used in the California regulations is caleu-
lated using the MIR scale, which was developed using a box
model and the SAPRC-90 mechanism. For comparison, the
RAFs were caiculated for five fuels based on both the SAPRC-
30 and the LCC mechanism for the MIR and MOIR scales
{100). As seen in Table 12, the results are similar between



Table 12. Comparison of Exhaust Reactivity Adjustment
Faectors®

MIR MOIR
Fuei SAPRC-80 LCC SAPRC-30 LCC.
Base fuel 1.00 1.00 100 1.00
M85 0.37 0.36 0.38 0.38
LPG 0.50 0.50 0.55 Q.60
CNG 0.18 0.17 0.23 Q.21
2 Ref, 100.

mechanisms and scales, for each fuel. The largest difference is
found for liquefied petrolenm gas (LPG) exhaust, which is rick
in 2 few particular compounds.

The impact of environmental conditicn variability on RAFs
has also been investigated {96). Here, both the zhsolute reac-
tivities and the RAFs of exhaust were calculated for vehicles
operated on six fuels along each of the 39 frajectories used
in developing the MIRs. The results are shown Liv box plots
in Figure 6. The variation in ahsolute czone forming poten-
tials across cities is substantizl. However, when the reactivi-
ties of exhaust from AFVs are normalized by the reactivity of
standard gasoline exhaust (ie, the RAF is calculated for each
city individually), variation ameng cities is sharply diminished
(Fig. 6b). The important point here is that while the absclate
reactivity of the exhaust may vary significantly, the RAF is
relatively invariant across the cities. Again, it is the relative
ozone impact that is of greatest concern. Such a marked de-
crease in variation mzy not be found for source types exnitting
fewer compounds.

Other questions remain about the use of reactivity weight-
ing in regulatory practice, mainly because of uncertainties
in our representation of atmospheric chemistry, emissions
composition uncertainties, and how well our current tech-
niques quantify reaciivity. The following section addresses
these issues.
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UNCERTAINTIES IN REACTIVITY QUANTIFICATION

Chemical Mechanism Uncertainty

A concern often raised is that the gquantification of compound
reactivities is elouded by uncerteinties in our kmowiedge of
atmospheric chemistry and ifs representation through cherni-
cal mechanisms. Measurement errors in laboratory kinetic
and product studies contribute to uncertainty in the chemiczl
mechanisms used {o caleulate incremental reactivities. More-
over, the reactions of many of the organic compounds emittad
info urban atmospheres have never been studied iz coniralled
experiments. Their representation in chermical mechanisms is
based on analogy to compounds of similar structure, creating
added uncertainty. At issue is whether the uncertainties
in the chemistry significantly impact the calculation of the
reactiviiies for organic compounds.

One way to assess the effects of chemical mechanism
uncertainty is to compare reactivity predictions using differ-
ent state-of-the-art mechanisms which Incorperate differing
assumptions concerning unknown areas of the chemisiry and
differing condensation approaches. As discussed, the SAPRC-
90 mechanism was used for calculation of the MIR, MOIR, and
other reactivity seales because of the number of VOCs it car
explicitly represent. The RADM-II and LCC mechanisms em-
ploy assumptions similar to SAPRC-80 concerning uncertain
portions of the aromatics and other mechanisms, and would
be expected to give similar reactivities for the species that the
condensed mechanisms are designed io represent. However,
this may not be the case for the carbon hond IV (CB4) mecha-
nism, which employs differing assumptions concerning some
of the uncertainties in the aromatics mechanisms, and uses
different methods for treating alkane and alkepe reactions
{105). I: addition, since the time the CB4 and SAPRC-90 méch-
anisms were developed, there have been significant changes
in our understanding of alkene + ogone reactions, new data
on aromatics mechanisms, new laboratory data concerming
a number of potentially significani reactions, and the devel-
oprent of a large database of new environmental chamber
experiments designed explicitly to test VOC reactivity scales
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(41,32,53,60,72). Although the improved SAPRC-93 mecha-
nism (see Tabile 4) is still under development, a transitional
version was used (40) to compare how well the mechanism
couid simulate results of the previous MIR experiments.
Figure 7 shows a comparison of MIR and MOIR (relative to
the standard exhaust) calenlated with the SAPRC-90, 2 recent
version of the CB4 (with minor updates concerning peroxy
radical reactions which do not significantly affect ozone pre-
dictions (106,107)), and the updated SAPRC-93 mechanisms.
Other than the mecharism, the scenarios and calculation
methodologies are the same (107). The most conspicucus
difference is for toluene, for which the developers of the CB4
added a speculative reaction so mode! simuizations could accu-
rately predict the relatively low maximum ozone yields in some
toluene—NO;, outdoor chamber experiments (105). This reac-
tion is not included in the SAPRGC-90 mechanism, nor is it in
" the CB4 mechanism for xylenes. This causes somewhat lower
MIR reactivities for toluene and causes toluene to be nega-
tively reactive at the lower NQ, levels where maximum ozone
formation cccurs. (The SAPRC-90 mechanism also predicts
that toluene becomes negatively reactive at low NO, levels, but
" the NO. levels must be much lower than is the case with CB4).
In the case of xylenes, where the CB4 lacks this speculative
reaction, the MIR and MOIR relative reactivities agree quite
well. The somewhat higher CB4 formaldehyde reactivity is
believed to be primarily caused by a greater sensitivity of the
CB4 mechanism to radical input processes, rather than by
differences in the formaldehyde mechanism itself. Except for
the internal alkenes, the differences in reactivity predictions
between the SAPRC-90 and the SAPRC-93 mechanisms are
relatively minor. However, the SAPRC-93 mechanism does
not incorporate recent modifications made to the aromatbie
mechanisms based on results of recent environmental cham-
ber experiments, and other updates to the mechanism are
anticipated (76).

More systematic studies of the effects of mechanism uncer-
tainties have been carried out using airshed and box models to
explore to what degree uncertainties in chemieal rate param-
eters affect the calculated compound reactivities (84,87,86,
101~103). Monte Carlo analysis has been used with Latin
Hypercube Sampling to calculate reactivity upcertainties
(84,102). Computational requirements were reduced by nsing
a gingle set of trajectory conditions that were designed to give
results cloge to the MIRs (23), which were averaged results
from the 39 modeled trajectories. Uncertainty estimates were
compiled (108) for all rate parameters of the SAPRC mecha-
nism, largely from concurrent reviews of linetic data (65,109).
Results are shown in Figure 8. ‘

Uncertainty estimates (1¢) rangs from 30% to 50% of the
mean MIR values for most compounds. The estimated uncer-
tainty in the predicted peak ozone concentration for the aver-
age MIR simulation conditions was about 30%, relative to a
mean prediction of ~0.15 ppm Qs. For predicted Oy and MIRs,
the most influentisl uncertainties are those in rate parameters
that control the availability of NQ, and radieals (84}, For MIRs,
uncertainties in the rate parameters of primary oxidation reac-
tions, or reactions of stable intermediates, are also influential.
Uncertainties in many rate parameters have similar effects on
the reactivities of various compounds, so the resulting MIRs
are strongly correlated. For example, an increase in the pho-
tolysis rate for NO, increases the reactivity of most species by
about the same proportion. Thus, the relative reactivity of one

species compared {0 another is not affected as much as the ab-
solute MIRs by uncertainties in rate constants (84,102).

For further mechanism evaluation, the box-model rate
constant uncertainty studies were extended to a three-
dimensional model uncertainty study (87). After the most
influential rate parameters had been identified through
Monte Carlo simulations (84), those parameters in the CIT-
890 model were varied by twice the estimated uncertainty, and
the compound reactivity simulations were then recaleulated.
Results of one metric studied (spatial exposure) are shown in
Figure 9. This anatysis, again, found that relative reactivities
have relatively low sensitivities to rate constant uncertainties.
The implication of this result is further demonstrated by
considering uncertainties in source reactivity quantification
and RAFs.

Uncertainties in Emissions Compositions

Emissions composition uncertainties have been cited as a
major confounding factor in the use of reactivity weighting for
ozone conirol. To address this issue, the previously described
box-model analysis was extended to look at emissions compo-
sition uncertainties in addition to mechanism uncertainties.
Exhaust emissions from selected fuel~vehicle combinations
developed in the Auto/Oil Air Quality Improvement Research
Program (AQIRP) (110), were used to calculate RAFs and
associated urcertainties (101,102), again using Monte Carlo
simulations with Latin Hypercube sampling. Uncertainties in
the exhaust compositions were estimated from the variance -
and covariance of emissions of each compound across the ve-
hicles that the AQIRP study tested on a given fuel. Emissions
of eack compound were then treated as correlated, normally
distributed random wvariables. Results of RAF uncertainty
caleulations are shown in Figure 10 for exhaust emissions
from prototype flexibie and variable-fuel vehicles gperated
on M85 compared to exhaust emissions from passenger cars
operated on indusiry average gasoline. The mass-based
RATF for the AQIRP M85 exhausi composition has a mean
value of 0.49 with an uncertainty of 17% (1o relative to the
mean). Compared to the degree of uncertainty in the MIRs for
formaldebyde (32%) and methanol (48%), the RAF uncertainty
is significantly reduced due to interspecies correlation. This
reduction in uncertainty is even more pronounced for RAFs of
fuels such as reformulated gasoline that have exhaust compo-
sitions closer to that associated with conventicnal gasoline, as
shown in Figure 11.

To further examine the role of variation in emissiens compo-
sition across fuels, variances of RATs were calculated using ex-
haust composition data (92,111,112) for four alternative fuels
and standard gasoline. The data consisted of mass fractions of
VOC exhaust from transitional low emission vehicles (TLEVS)
for each exhaust type, and the mass fraction’s associated
standard deviation. Variances of the RAFs for each fuel were
calculated using the Delta method (113}, Each fuel's RAT was
calculated as the ratio of two pormally distributed random
variables. MIR values were calculated based on the aver-
age MIR scale. The results are shown in Figure 12, which
displays the 5th, mean, and 95th percentiles of each fuel's
RAF value. Comparison of Figure 12, which has only one
degree of uncertainty, with Figures 10 and 11, suggests that
much of the uncertzinty comes from the composition. Exhaust
emission compositions are derived from a small number of
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Figure 8. Mean values and 1o uncertainties of MIRs for selected organic compounds,
as caleulated frox uncertainties in kinetic parameters (84).

tests on a small number of vehicles, particularly for the AFVs
(92,111,112), Further, there is relatively little information on
the effect of deterioration on the species emitted. More tests
across 2 wide range of vehicles are required to better character-
ize the impaet of uncertainty in fizel composition on calculation
of RAFs.

Additionally, automobile source emissions are better char-
acterized than most other sources. Although lack of detailed
knowledge on the emissions eompositions of various types of
sources does add uncertainty to control strategy design, regu-
lations that explicitly credit industry for emitting less reac-
tive comgpounds could add a valuable economic incentive for
more completely characterizing source emissions, particularly
for the largest emitters. This has already been the case for
automotive emissions. This emissions composition information
would be usefu} for better avaluating the efficacy of conirols
and for other studies that depend on an accurate knowledge of
emissions compositions, such as receptor modeling studies to
help characterize emissions inventories.

OZONE REDUCTION THROUGH CONTROL STRATEGIES
BASED ON VOC REACTIVITY

It has been recognized, primarily due fo altérnative fuel stud-
ies, that changing the reactivity of emissions could have pesitive
air quality effects. This concept has been carefully considered
for regulatory applications, and has resuited in the implemen-

tation of the California LEV/CF regulations focused on alterna-
tive transportation fuei use. A number of reactivity studies led
to these regulations. The ozone reduction potential of methanol-
fueled vehicles versus CFVs has been calculated and potential
reductions have been found of 34% for an 85% methanol blend,
and 86% for pure methanol. Using a three-dimensional urban
airshed model, it was predicted (99) that pure methanol fuel use
in the Los Angeles area in the year 2000 could lead to 16% de-
creases in peak ozone levels and 22% decreases in exposure lev-
els if mass emissions were held constant.

This type of analysis makes clear that any reformulation
strategies for mobile or stationary sources should account for
the reactivity changes in the reformulated preduct. Otherwise,
air quality may degrade. In the surface coafings industry,
regulations to.reduce VOC mass emissions have preduced -
a shift from petroleum VOC solvent-borne coatings fo low-
volatility organic compound waterberne coatings. Organic
cosolvents are still present in waterborne paints at low {otal
VOC levels, and include ethylene glycol, propylene glycol, and
glycol ethers. It remains an open question as to how reactive
some of these newer organic cosolvents are relative to the
petroleum distiflates used in solvent-borne paints (114).

In current practice, the EPA uses a two-tiered reactivity
scale, classifying compounds less reactive than ethane as
unreactive, and the rest as reactive. For investigations of
reactivity, the EPA primarily uses the kOH scale, a scale
based on OH rate constants. However, as discussed previously,
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Figure 8. Spatial exposure reactivity predictions from raeteconstast vncertainty ad-

justments (87).

this approachk ignores the mechanistic aspects of ozone forma-
tion, because the initial kX0H reactior rate may not accurately
reflect subsequent photooxidation of products and overem-
phasizes the role of the most iniiially reactive species. Iz
conjunction with efforts to develep regulations for VOC emis-
sions for consumer products, the EPA has used the MIR scale
to classify VOCs into three tiers: negligibly reactive (methare,
ethane, halogenated organics), reactive (primarily zlcohols),
and highly reactive (115). However, the EPA recommends
further research on the underlying science, and has not for-
malized a method to determine the beunds between reactivity
groupings.

The California air regulators have been the most active
state in promulgating reactivity-based regulations. CARB
adopted vehicle regulations that are the first to use a detailed
reactivity scale. The goal of the regulations is to use reactivity
measures as a means to put altermative fizels on an equal
regulatory playing field as conventional firels with respect to
urban ozone formation.

Caltfornia’s Motor Vehicle Regulations

In 1887, Celifurnia Assembly Bill 234 created the Advisory
Roard on Air Quality and Fuels to evaluate and make recormn-

mendations regarding the- necessity and feasibility of using
mandates or incentives to facilitate the introduction of cleaner
transportation fuels in California. The statute assigned the
Advisory Board the task of defining low-emission vehicles
(LEVs) that either ave fueled with conventional gasoline and
meet a hydrocathon eshaust emission standard half that
otherwise appliceble to light-duty vehicles, or operate on
alternative fuels with an equivalent or lower impact on ozone.
The AB234 Advisory Board (116) concluded that increased use
of cleaner fuels can be achieved by adopting air quality-based
performance standards nsing fuel-pool averaging. The staff of
CARB (62) recommended that regulztions use the reactivity of
vehicle exhaust as the basis to compare the air quality impacts
of various fuels.

In September 1590, CARRB (24) implemented the recommen-
dations of the AB234 Advisory Board by adopting the LEV/
CF regulations, which introduced RAFs (as discussed previ-
ously). The California regulations specify the use of the MIR
scale to caleulate the RAFs because it was determined to be the
most appropriate reactivity scale to complement California’s
NO. control program. Nitrogen oxide contrels are being imple-
mented to reduce ozone under conditions that are sensitive to
NQ. (generally downwind of emission source areas), and the or-
ganic gas controls are designed to reduce czone under condi-
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tions most sensitive to organic gases (generally near emission
source areas). The NRC (2) has endorsed reactivity scalingas a
valid way to treat fuels equally. Because of residual uncertain-
ties in the chemical mechanisms used to calculate the reactiv-
ity scales, the MIR scale will be updated every three or more
years using the mechanism best reflecting current kmowledge.
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The LEV/CF regulations require vehicle manufacturers to
meet fleet gverage NMOG exhaust emission standards that
begin at 0.250 g/mile in 1994 and are progressively reduced
to 2 level of 0.062 g/mile in 2003. In addition to the LEV
defined by AB234, the regulations establish four other classes
of vehicles, with different standards for emissions of NO,
NMOG, carbon monaxide (CQO), and formaldehyde (HCHO).
Transitional-low emission vehicles (TLEVs), LEVs, ultra-low
emission vehicles (ULEVs), and zero emission vehicles (ZEVs)
would certify at 50,000 miles to the standards presented in
Table 13. Standards at 100,000 miles are slightly higher.
Automobile manufacturers can use any combination of TLEVs,
LEVs, ULEVs, ZEVs, and 1993 conventional vehicles to meet
the fleet average standards. A separate requirement for the
production of ZEVs begins in 2003. It is entirely up to the
vehicle manufacturers whether to build cars powered with al-
ternative fiuels or not. The manufacturers received a reactivity
credit for California’s reformulated gzsoline specifications,
called Phase I gasoline, that went into effect in 1996.

To caleniate RAFs, the full range of organic gases that con-
tribute to ozone formation must be identified and quantified.
Accordingly, the traditional nonmethane hydrocarbon (NMEIC)
standards are redefined in terms of NMOG, requiring the
measurement of aleohols, aldehydes, and other oxygenated
compounds. As described earlier, the emission rates of all
NMOG species are converted to an appropriate mass of ozone
using the MIR scale and are summed to estimate the reactivity
of the entire exhaust sample. The new vehicle testing protocol,
which involves detailed gas chromatographic analysis of
hydrocarbon emissions and wet-chemical determinations of
emissions of oxygenated compounds, is generally too time
consuming and expensive to use in routive testing. This led
CARB to adopt a two-part approach to enforcing the new
motor vehicle emission standards; the RAFs are determined by
speciated analysis of emissions for a small number of vehlcles,
and the reactivity-adjusted standards are enforced with more
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Figure 11. Mass-based cumulative distribution funetions for the RAFs of exhaust emis-
sions associated with California gasolines: (a) TLEV Phase 2 to RFA (reformulated
average gasoline) and (b) LEV Phase 2 to RF-A (83).
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Table 13. Low-Emission Vehicle Exhanst Emission Standards
for Passenger Cars at 50,0006 Miles

Vehicle Category Grams/Mile by Pollutant
NMOG = NO, CO HCEO

Current 0.390 0.4 7.0 None
19536 0.250 0.4 34 0.015
TLEV 0.125 0.4 34 0.015
LEV 0.073 0.2 3.4 0.015
ULEV 0.040 0.2 17 0.068
ZEV 0.000 0.0 0.0 0.000

@ NMEC for current and 1993 standards, NMOG with reactivity adjustmment for
others.

& Equivalent to Federal Tier I standards.

¢ Methanql-fueled vehicles only.

4 Does not include power generation emissions.

reutine measurements of total NMOG emissions for a larger
number of vehicles. The procedure for determining the RAF
for each type of alternative fuel vehicle is set ferth in the
California regulations (24). Manufacturers may determine
RATs for thejr specific engine families in accordance with this
procedure, or they may use defanlt RAFs established by the
ARB. The lower levels of emissicns, and the additional species
that need to be measured, bave provided stimulus for further
development of automated analyticel chemical technigues.
Although reactivity-based VOC controls are now estab-
lished for motar vehicles, it is not certain whether thev should
be applied to stationary sources such as coatings, solvents,
and consumer products. Although reaetivity-based controls
may potentially achieve greater VOC reductions thar current
mass-based controls, and the range of reactivities of szationary
Source emission is greater than those of fuels and vehicles,
there are many unresoived concerns on emissions composition,
MTR values, cost, and enforcement. One current initiative for
stationary scurce controls is an investigation of whether a
reactivity framework can be applied to the next generation of
rule-malking for consumer products and architectural coatings.
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Economic Benefits

An important question to address in regards to the use of re-
activity quantification in regulations is whether s use would
provide economic or environmental berefils. A mized integer
programming approach was applied to the optimization of
ozone conirol strategies to determine if using reactivity quan-
tification would provide economic benefits {1I7). In that study,
using emission compositions and costs for the Los Angeles air
basin, economicaily opiimized VOC-based comirol strategies
are defermined using two approaches: one neglecting and one
accounting for the reactivity differences of the mass emissions.
In the first case, 2n optimized mass-hased strategy is simu-
lated such that the total VOC mass reductions are maximized
at each cost level. Second, a reactivity based scheme is as-
sumed. in which the reactivity of each source’s emissions are
calculated and the ozone reductions are maximized at each
cost level. Results from the two approaches are compared in
Figure 13 for ozone reduction at a given expenditure level.
Figure 13 depicts the resulis for the optimization model
across different levels of total cost. Optimal reductions for
mass- and reactivity-based systems are scaled according to
source reactivities. From this graph, it is clear that on an
annual basis the reactivity-based sysiem achieves the same
ozone reductions at a lower total cost than the mass-based
system. For example, at control costs of $15 million per year,
the ozone reduction achieved using a reactivity-based scheme
is about twice that achieved under the mass-based scheme,
As control costs escalate, the two methods converge, hecause
a greater propariion of 2l sources will be controlled in both
cases. Up to conirol levels of about 25% of the total control-
lable emissions, the reactivity-based scheme gives notably
greater ozone reductions for the same cost. The graph. does not
converge at zero because of the inclusion of a category with a
negative cost-effectiveness. CARB estimated a negative vdlue
of cost-effectiveness in this case due to anticipated savings
from reformulation of a particular coatings process. Further
economic benefits can accrue over time as control technologies
are developed specifically for reactivity adjustment. Cities

20

- —-e— Mass-basad system
—— Reaclivity-based sysiem

Annual centrol costs, millions $

5 10 15 20
Cantrollable czone abated, %

Figure 13. Percent of controllable ozcne abated at different
levels of wtal control cost (117).
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that can best use such strategies include those areas where
ozone formation is VOC-mited, as is suggested is the case for
the coastal California cities, Phoenix, and Chicago. Another
application of reactivity quantification to lower total control
costs is as a basis for VOC emissions trading between sources.
Without a sound foundation for quantifying the Impact of

one source's emissions compared to another, it is difficult

to ensure that a VOC trade would not adversely affect air
quality.

The use of reactivity adjustments in confrol strategy design
allows a new avenue for air quality improvement. Reactivity-
based control strategies can include econemic incentives which
would ensure that reformulation would lower reactive VOCs.
and improve air quality. Today's mass-based regulations
credit industry for reducing tons of all VOCs, rather than re-
ductions in the most reactive compounds. A hidden problem in
reformulation regulations, familiar to the surface coating and
consumer products industries, is that although the reformu-
lated product may emit less mass of VOCs, the composition of
the emissions may lead to greater ozone formation. Thus, the
cost to reformulate may not necessarily pay off in improved
air quality. By creating a regulatory structure that would
promote selective control of VOCs with higher reactivity,

reformulation and other control technologies can be evaluated

and developed with respect to tradeoffs between reactivity and
mass of emissions, leading to pollution prevention through
more cost-effective process and product design.

As discussed, there are a variety of economic and environ-

mental reasons to use VOC reactivity. What is less clear are
the regulatory burdeas this may entail. For example, account-
ing for reactivity causes a greater need to know the composition
of emissions, which has an associated cost. Reference meth-
ods would need to be developed. Further, assuming that the
composition is determined by the source industry, regulatory
oversight may be challenging. Issues regarding industrial se-
crets (eg, product compositions) have also been raised. These
questions should be addressed in conjunction with the imple-
mentation of any wide-ranging reactivity-based policy aimed at
reducing urban ozone.
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